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#### Abstract

We apply the structure theory of finite dimensional algebras in order to deduce dimension formulas for spaces of period numbers, i.e., complex numbers defined by integrals of algebraic nature. We get a complete and conceptually clear answer in the case of 1-periods, generalising classical results like Baker's theorem on the logarithms of algebraic numbers and partial results in Huber-Wüstholz [HW22].

The application to the case of Mixed Tate Motives (i.e., Multiple Zeta Values) recovers the dimension estimates of Deligne-Goncharov [DG05].
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## Introduction

Periods are complex numbers of the form

$$
\int_{G} \omega
$$

where both $\omega$ and $G$ are of algebraic and even number theoretic nature. Examples include $\log (\alpha)$ for $\alpha \in \overline{\mathbb{Q}}^{*}$ or the periods of elliptic curves defined over $\overline{\mathbb{Q}}$. They are a classical object of study in transcendence theory. Periods are known to have a more conceptual interpretation in terms of motives, see Chapter 5 for more details. Our main result is a completely general upper bound for the $\overline{\mathbb{Q}}$-dimension of the space $\mathcal{P}\langle M\rangle$ of periods of a mixed motive $M$ over $\overline{\mathbb{Q}}$.

The result is of particular interest in the case of 1-motives (corresponding to period integrals where $\omega$ is a 1-form), complementing the dimension formulas in [HW22, Part Four]. The main new insight is the conceptual description of the mysterious "error term" as the dimension of a space of Yoneda 2-extensions.

The precise statement needs some notation. Given $M$ let $\langle M\rangle$ be the full abelian subcategory generated by $M$, closed under subquotients inside the abelian category of all motives. These categories are $\mathbb{Q}$-linear. Let $M_{1}, \ldots, M_{n}$ be representatives of the isomorphism classes of the simple objects in $\langle M\rangle$, i.e., the simple subquotients of $M$. Let $D_{i}=\operatorname{End}\left(M_{i}\right)$ (a finite dimensional divison algebra over $\mathbb{Q}), d_{i}=\operatorname{dim}_{\mathbb{Q}} D_{i}, m_{i}=\operatorname{dim}_{D_{i}} H_{\operatorname{sing}}\left(M_{i}\right)$ and $\mathcal{S}_{M}$ the species of $\langle M\rangle$, see Notation 5.5.

Theorem. In the above notation,

$$
\begin{align*}
\operatorname{dim}_{\overline{\mathbb{Q}}} \mathcal{P}\langle M\rangle \leq \sum_{i=1}^{n} m_{i}^{2} d_{i}+\sum_{i, j=1}^{n} \sum_{\gamma: i \rightsquigarrow j} & m_{i} m_{j} \operatorname{dim}_{\mathbb{Q}} E(\gamma) \\
& -\sum_{i, j=1}^{n} m_{i} m_{j} \sum_{k=2}^{\infty} \operatorname{Ext}_{\langle M\rangle}^{k}\left(M_{i}, M_{j}\right) \tag{1}
\end{align*}
$$

(where the sum is taken over all paths $\gamma$ of positive length in the species $\mathcal{S}_{M}$ ) and

$$
\operatorname{dim}_{\mathbb{Q}} E(\gamma)=\frac{\prod_{v o n \gamma} \operatorname{dim}_{\mathbb{Q}} \operatorname{Ext}_{\langle M\rangle}^{1}\left(M_{w}, M_{v}\right)}{\prod_{v \in \dot{\gamma}} d_{v}}
$$

(where $\dot{\gamma}$ is the set of vertices on the path which are different from the end points).

If the Period Conjecture holds for $M$, then we have equality in the formula (1) in the two cases

- $\langle M\rangle$ is hereditary, i.e., all $\mathrm{Ext}_{\langle M\rangle}^{k}$ vanish for $k \geq 2$; or
- the maximal length of a path in the quiver of the species of $\langle M\rangle$ is 2 , in particular $\mathrm{Ext}_{\langle M\rangle}^{k}$ vanishes for $k \geq 3$.

The estimate is not sharp in general, see Example 3.6.
The Period Conjecture is known in the case of 1-motives by [HW22] and, indeed, the maximal length of a path in the quiver of the species is 2 in this case. We refer to the detailed discussion in Chapter 6, in particular Theorem 6.6.

Let us explain how these dimension formulas tie in with the Period Conjecture. It makes a qualitative prediction about all relations between period numbers. In the approach of Kontsevich (see [Kon99]) and Nori (unpublished, but see [HMS17] and [Hub20]) all $\overline{\mathbb{Q}}$-linear relations are expected to be induced by functoriality of motives. This approach fits well with the classical results on transcendence obtained e.g. by Baker, Siegel and Wüstholz. Indeed, the Period Conjecture for 1-motives is deduced from Wüstholz's Analytic Subgroup Theorem in [HW22]. The qualitative statement can be translated into a quantative one. We have unconditionally

$$
\begin{equation*}
\operatorname{dim}_{\overline{\mathbb{Q}}} \mathcal{P}\langle M\rangle \leq \operatorname{dim}_{\mathbb{Q}} \operatorname{End}\left(\left.H_{\text {sing }}\right|_{\langle M\rangle}\right) \tag{2}
\end{equation*}
$$

The Period Conjecture holds for $\mathcal{P}\langle M\rangle$ if and only if we have equality in (2).
In all other cases the qualitative version of the period conjecture is open, but we get explicit upper bounds. In particular, we recover the estimates of Deligne-Goncharov in the case of Mixed Tate Motives and their periods, the Multiple Zeta Values, see Proposition 7.9.

Structure theory of finite dimensional algebras. Summing up, the dimension of the space of periods is conjecturally equal to the dimension of the algebra that Nori attaches to a motive $M$. This is where the structure theory of such algebras comes in. A simple example of a finite dimensional algebra is the path algebra of a finite quiver (directed graph) without oriented cycles. Over algebraically closed fields, these are precisely the finite dimensional, basic, hereditary algebras. However, in our application there are three possible complications (not apparent in the best studied case of Mixed Tate Motives):

- The algebra is not hereditary.
- The algebra is not basic, so that multiplicities have to be taken into account.
- The ground field is $\mathbb{Q}$-so not algebraically closed. In this case, we have to consider path algebras attached not only to quivers but to species as introduced by Gabriel, see [Gab62].
By [Ber11], every basic finite dimensional algebra $B$ over a perfect field is the quotient of a (hereditary) path algebra of a species

$$
B \cong k \mathcal{S} / I
$$

Building on work of Bongartz [Bon83], we describe the two-sided ideal $I$ in terms of Ext-groups, see Theorem 2.2 and Theorem 2.11, cf. also [BK99].

This allows us to deduce dimension estimates for the dimension $A$ from data of $A$-mod. They are sharp if the maximal length of a path in the quiver of $A$ is at most 2 . This covers the case of 1 -motives.

A second application is the construction of a hereditary closure of a $k$ linear abelian category inside a hereditary category. Conjecturally the category of mixed motives over $\overline{\mathbb{Q}}$ is in fact hereditary. By replacing a motive by its hereditary closure (or saturation), we can reduce all considerations of relations between periods to the hereditary case.

Structure of the paper. The first half of the paper treats abstract algebra. The first chapter reviews terminology and facts from the theory of finite dimensional algebras. It is aimed at readers with a background outside of representation theory.

Chapter 2 is devoted to the generalisation of Bongartz' description of the defining ideal of a basic finite dimensional algebra inside the path algebra of its species to the case of perfect ground fields.

These insights are turned into dimension formulas in Chapter 3. The hereditary closure is constructed in Chapter 4.

In the second half of the paper, we turn to periods and explain the implications of the abstract results to motives in general in Chapter 5, to 1-motives in Chapter 6 and to Mixed Tate Motives in Chapter 7.
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## 1. Background on species and Morita-theory

In this chapter, we collect well-known and maybe not so well-known facts about finite dimensional algebras. These facts will be translated into dimension formulas in Section 3.
1.1. Notations and conventions. Throughout this paper, we assume that $k$ is a perfect field.

We will study finite dimensional $k$-algebras, which we always assume to be associative and unital. Given such an algebra $A$, we denote its radical by $\operatorname{rad}(A)$ and let $K=A / \operatorname{rad}(A)$ be the semi-simple quotient. For an algebra $A$, we always consider finitely generated left $A$-modules and denote
the corresponding category by $A$-mod. We sometimes write ${ }_{A} X$ to emphasise the left-action on a left-module $X$.

We use the notation $D(-)=\operatorname{Hom}_{k}(-, k)$. It is a functor $A$-mod $\rightarrow$ $A^{o p}$-mod.

If $R$ and $S$ are $k$-algebras (not necessarily finite dimensional over $k$ ) an $R-S$-bimodule $M$ is an $R$-left module and $S$-right module such that the actions satisfy $(r m) s=r(m s)$ for all $m \in M, r \in R, s \in S$.

Let $\mathcal{C}$ be an abelian category and let $M$ be an object in $\mathcal{C}$. We denote the full subcategory of $\mathcal{C}$ that contains all subquotients of $M^{\oplus n}$ for all $n \in \mathbb{N}$ by $\langle M\rangle$.

A quiver is a directed graph $Q=(V, E, s, t)$ with sets of vertices $V$, edges $E$ and each edge $\varepsilon \in E$ is assigned an initial vertex $s(\varepsilon)$ and a terminal vertex $t(\varepsilon)$. It is called finite if it has only finitely many vertices and edges. Most quivers in this paper will be finite. A priori, self-edges (loops) and multiple edges are allowed.

A path $\gamma=\varepsilon_{1} \cdots \varepsilon_{n}: v \rightsquigarrow w$ is a sequence $\varepsilon_{1}, \ldots, \varepsilon_{n}$ of edges such that $t\left(\varepsilon_{1}\right)=w, s\left(\varepsilon_{n}\right)=v$ and $s\left(\varepsilon_{i}\right)=t\left(\varepsilon_{i+1}\right):$

$$
\gamma: v \xrightarrow{\varepsilon_{n}} v_{n} \xrightarrow{\varepsilon_{n-1}} v_{n-1} \xrightarrow{\varepsilon_{n-2}} \cdots \xrightarrow{\varepsilon_{1}} w .
$$

We allow empty paths $\gamma: v \rightsquigarrow v$ of length 0 . Let $P(Q)$ be the set of paths in $Q$. Paths can be concatenated as follows: if $\gamma: v \rightsquigarrow w$ and $\delta: w \rightarrow u$ are paths, then $\delta \gamma: v \rightsquigarrow u$ is the concentenation. A quiver is called directed if it is cycle-free, i.e., there are no closed paths of positive length.

Given a quiver $Q$, its path algebra $k Q$ is defined as

$$
k Q=\bigoplus_{\gamma \in P(Q)} k \gamma
$$

where the composition is defined by concatenation of paths. (Here the product of two paths that can not be concatenated is set to 0 .)

We identify the vertices of $Q$ with paths of lengths 0 and edges with paths of length 1 . The path algebra if finite dimensional if and only if $Q$ is finite and directed.

For the related notion of a species and its path algebra, we refer to Section 1.4.
1.2. Categories of modules. The following result recalls different characterisations of the category of finitely generated modules $A$-mod over a finite dimensional $k$-algebra $A$.

Proposition 1.1. Let $\mathcal{C}$ be a $k$-linear abelian category. The following conditions are equivalent:
(a) $\mathcal{C} \cong A$-mod, where $A$ is a finite dimensional $k$-algebra.
(b) All Hom-spaces in $\mathcal{C}$ are finite dimensional over $k$ and $\mathcal{C}$ has a projective generator $P$, i.e. every object is a quotient of $P^{n}$ for some $n \in \mathbb{N}$.
(c) (i) Every object in $\mathcal{C}$ has finite length, i.e. all objects are both noetherian and artinian.
(ii) $\operatorname{dim}_{k} \operatorname{Hom}_{\mathcal{C}}(X, Y)<\infty$ for all $X, Y \in \mathcal{C}$.
(iii) We have $\langle G\rangle=\mathcal{C}$ for some object $G \in \mathcal{C}$.
(d) (i) Every object in $\mathcal{C}$ has finite length, i.e. all objects are both noetherian and artinian.
(ii) There are only finitely many isomorphism classes of simple objects in $\mathcal{C}$.
(iii) $\operatorname{dim}_{k} \operatorname{Ext}_{\mathcal{C}}^{1}(S, T)<\infty$ for all simple objects $S, T \in \mathcal{C}$.
(iv) There exists an integer $l$ such that every object $X$ in $\mathcal{C}$ has a filtration

$$
0=X_{0} \subset X_{1} \subset X_{2} \subset \cdots \subset X_{l}=X
$$

such that all subfactors $X_{i} / X_{i-1}$ are semisimple.
(v) We have $\operatorname{dim}_{k} \operatorname{End} \mathcal{C}_{\mathcal{C}}(S)<\infty$ for all objects $S \in \mathcal{C}$, which are simple, projective and injective.

Proof. The equivalence between $(a)$ and $(b)$ is Morita theory, cf. [Paq18, Thm. 2.11 \& Rem. 2.13]. The implication $(c) \Rightarrow(a)$ is [Del90, Cor. 2.17]. For the implication $(a) \Rightarrow(c)$, we can take $G=A$, the free module.

The implication from $(a)$ to $(d)$ is standard. For the converse, we use [Gab73]. More precisely, by [Gab73, 7.2], the condition (i) implies that $\mathcal{C}$ is the category of finite length modules over a pseudo-compact ring $A$. Conditions (ii) - (iv) and [Gab73, 8.2] imply that $A$ is even Artinian. Hence, ${ }_{A} A$ has finite length by the Hopkins-Levitzki Theorem and $\mathcal{C}$ has a projective generator $P$ with $\operatorname{End}_{\mathcal{C}}(P) \cong A$. It remains to show that $A$ is finite dimensional. We claim that $\operatorname{dim}_{k} \operatorname{End}_{\mathcal{C}}(S)<\infty$ for all simple objects $S$ in $\mathcal{C}$. Then, by induction on the length, all $\operatorname{Hom}_{\mathcal{C}}$ are finite dimensional, in particular, $\operatorname{End}_{\mathcal{C}}(P) \cong A$ is finite dimensional over $k$.

We prove the claim. If $S$ is projective and injective this is (v), otherwise, without loss of generality, $\operatorname{Ext}_{\mathcal{C}}^{1}(S, T) \neq 0$ for a simple object $T$. Since this is a module over the $k$-skew-field $\operatorname{End}_{\mathcal{C}}(S)$, we have $\operatorname{dim}_{k} \operatorname{End}_{\mathcal{C}}(S)<$ $\operatorname{dim}_{k} \operatorname{Ext}_{\mathcal{C}}^{1}(S, T)$. Now the claim follows from (iii).

There does not seem to be a standard name for such categories in the literature. We introduce:

Definition 1.2. A category satisfying the equivalent conditions of Proposition 1.1 is called strongly finitary.

Corollary 1.3. Let $\mathcal{C}$ be a k-linear abelian category such that $\operatorname{Hom}_{\mathcal{C}}(X, Y)$ is finite dimensional for all $X, Y \in \mathcal{C}$. Let $M \in \mathcal{C}$ be an object of finite length. Then there is a finite dimensional algebra $A$ such that

$$
\langle M\rangle \cong A-\bmod
$$

Remark 1.4. Let $A$ be a $k$-algebra, not necessarily finite dimensional and let $V$ be a finite dimensional representation of $A$ In particular, there is a $k$-algebra homomorphism

$$
\varphi: A \rightarrow \operatorname{End}_{k}(V)
$$

with kernel a two-sided ideal $\mathcal{I}:=\operatorname{ker} \varphi$. If $\rho \in \mathcal{I}$, we say that $V$ satisfies the relation $\rho$. Then every object in the abelian subcategory $\langle V\rangle$ generated by $V$ also satisfies all relations $\rho \in \mathcal{I}$.

Indeed, the subcategory of $A$-mod satisfying relations $\rho \in \mathcal{I}$ is abelian, since it is equivalent to $A / \mathcal{I}$-mod. In particular, it is closed under subquotients showing

$$
\langle V\rangle \subset A / \mathcal{I}-\bmod
$$

Since $V$ is finite dimensional, the category is strongly finitary by the implication from (c) to (a) of Proposition 1.1.

Lemma 1.5. We keep the setup of Remark 1.4. We have

$$
\begin{equation*}
\langle V\rangle \cong A / \mathcal{I}-\bmod \tag{3}
\end{equation*}
$$

If $e$ and $e^{\prime}$ are idempotents in $A$, then

$$
\begin{equation*}
\operatorname{dim}_{k} e V \cdot \operatorname{dim}_{k} e^{\prime} V \geq e(A / \mathcal{I}) e^{\prime} \tag{4}
\end{equation*}
$$

The induced map

$$
\begin{equation*}
e A e^{\prime} \xrightarrow{\varphi} e \operatorname{End}_{k}(V) e^{\prime} \cong \operatorname{Hom}_{k}\left(e V, e^{\prime} V\right) \tag{5}
\end{equation*}
$$

is surjective if and only if we have

$$
\begin{equation*}
\operatorname{dim}_{k} e V \cdot \operatorname{dim}_{k} e^{\prime} V=\operatorname{dim}_{k} e(A / \mathcal{I}) e^{\prime} \tag{6}
\end{equation*}
$$

Proof. To see (3), we note that by construction $V$ is a finite dimensional faithful module over the artinian algebra $A / \mathcal{I}$. It follows that there is $n \geq 1$ and an injective $A / \mathcal{I}$-module homomorphism

$$
A / \mathcal{I} \rightarrow V^{n}
$$

see e.g. [CR81, (3.30) Lemma]. This shows that $\langle V\rangle \subset A / \mathcal{I}$-mod contains a projective generator of $A / \mathcal{I}$-mod. Hence we have the claimed equivalence. Note that $A / \mathcal{I}$ is finite dimensional.

Multiplying the exact sequence

$$
0 \rightarrow \mathcal{I} \hookrightarrow A \xrightarrow{\varphi} \operatorname{End}_{k}(V)
$$

with the idempotens $e$ and $e^{\prime}$ yields an exact sequence of subspaces

$$
0 \rightarrow e \mathcal{I} e^{\prime} \hookrightarrow e A e^{\prime} \xrightarrow{\varphi} e \operatorname{End}_{k}(V) e^{\prime} \cong \operatorname{Hom}_{k}\left(e V, e^{\prime} V\right)
$$

and hence

$$
e(A / \mathcal{I}) e^{\prime} \subset \operatorname{Hom}_{k}\left(e V, e^{\prime} V\right)
$$

This shows the inequality (4) and also that equality of dimensions holds iff $\varphi$ is surjective.

Example 1.6. Let $Q$ be a finite quiver of the form

and let $A=k Q$ be its path algebra. It has dimension $10+\tau$ (corresponding to 4 vertices, $4+\tau$ edges, 2 paths of length 2 ). Let $e_{i} \in A$ be the idempotent at vertex $i$. In particular,

$$
\begin{equation*}
\operatorname{dim}_{k} e_{4} k Q e_{1}=2+\tau \tag{7}
\end{equation*}
$$

corresponding to the $(2+\tau)$ paths starting in 1 and ending in 4.
Let $V$ be the representation of $Q$ which attaches a 1 -dimensional vector space to each vertex and an isomorphism to the edges $a, b, c, d$ and arbitrary maps on the edges $E_{i}$. As before let $\mathcal{I}=\operatorname{ker}\left(k Q \rightarrow \operatorname{End}_{k}(V)\right)$. By Lemma 1.5

$$
\operatorname{dim}_{k} e_{4}(k Q / \mathcal{I}) e_{1}=\operatorname{dim}_{k} e_{4} V \cdot \operatorname{dim}_{k} e_{1} V=1 .
$$

In combination with (7) above, this implies $\operatorname{dim}_{k} \mathcal{I}=1+\tau$.
Now assume that $\mathcal{I} \subset \operatorname{rad}(A)^{2}$. In other words, $\mathcal{I} \subset(b a, d c)=\operatorname{rad}(A)^{2}$ is at most two dimensional. We claim that $\mathcal{I}=(b a-\lambda d c)$ for some $0 \neq \lambda \in k$. Indeed, by definition, $V$ satisfies a relation of the form $(b a-\lambda d c)$, so $\mathcal{I} \supseteq$ $(b a-\lambda d c)$. If the inclusion was strict, we would have $\mathcal{I}=(b a, d c)=\operatorname{rad}(A)^{2}$ for dimension reasons, contradicting our assumption that all morphisms at edges $a, b, c, d$ are isomorphisms and hence cannot compose to zero.

Summing up, if $\mathcal{I} \subset \operatorname{rad}(A)^{2}$, we have $\mathcal{I}=(b a-\lambda d c)$ for some $0 \neq \lambda \in k$, $\tau=0$ and

$$
\langle V\rangle \cong k Q /(b a-\lambda d c)-\bmod .
$$

1.3. Morita theory: from abelian categories to basic algebras. The goal of this section is to show that for every finite dimensional algebra $A$ there is a finite dimensional basic algebra $B$ with an equivalent module category. This will later be used to describe the relationship between the $k$-dimension of $A$ and $B$ explicitly.

We start by explaining what basic algebras are.
Lemma 1.7. Let $A$ be a finite dimensional $k$-algebra. There is a complete set of primitive orthogonal idempotents $e_{1}, \ldots, e_{n} \in A$ inducing an isomorphism of left $A$-modules

$$
\begin{equation*}
{ }_{A} A \cong A e_{1} \oplus \cdots \oplus A e_{n} . \tag{8}
\end{equation*}
$$

In particular, each $A e_{i}$ is indecomposable.

Note that each $A e_{i}$ is projective. It is the projective cover of the simple quotient $S_{i}=A e_{i} / \operatorname{rad}(A) A e_{i}$.

Definition 1.8. A finite dimensional algebra $A$ is called basic if the indecomposable modules $A e_{i}$ in (8) are pairwise non-isomorphic.

Equivalently, the simple quotients $S_{i}$ are pairwise non-isomorphic. This is the case if and only if $A / \operatorname{rad}(A)$ is a product of skew fields.

The following well-known example yields 'natural' non basic algebras.
Example 1.9. Let $G$ be a finite group and let $k$ be an algebraically closed field such that $\operatorname{char}(k) \nmid|G|$. Then the group algebra $k[G]$ is basic if and only if $G$ is abelian.

Indeed, by Maschke's theorem, the group algebra $k[G]$ is semi-simple. Since $k$ is algebraically closed, this yields an isomorphism

$$
\begin{equation*}
k[G] \cong M_{n_{1} \times n_{1}}(k) \times \ldots \times M_{n_{s} \times n_{s}}(k) \tag{9}
\end{equation*}
$$

for some $n_{i}>0$. Now, $G$ is abelian if and only if the group algebra is commutative, which by (9) holds if and only if all $n_{i}=1$. But this is equivalent to $k[G]$ being basic.

We fix some notation. By (8) there is an isomorphism

$$
\begin{equation*}
{ }_{A} A \cong \bigoplus_{i=1}^{n} P_{i}^{\oplus m_{i}} \tag{10}
\end{equation*}
$$

where the $P_{i} \cong A e_{i}$ are the pairwise non-isomorphic indecomposable left $A$-modules and the $m_{i}$ are positive integers.

Definition 1.10. We call $m_{i}$ the multiplicity of $P_{i}$ in $A$.
Let $P=\bigoplus_{i=1}^{n} P_{i}$ and $B=\operatorname{End}_{A}(P)^{o p}$. The next result follows from Morita theory. We follow the approach in [ARS95, Section II.2].

Lemma 1.11 ([ARS95, Corollary II.2.6]). Using the notation introduced above, there is an exact $k$-linear equivalence

$$
F:=\operatorname{Hom}_{A}(P,-): A-\bmod \rightarrow B-\bmod
$$

Corollary 1.12. Keeping the notation above, we have
(1) The indecomposable projective $B$-modules are given by $Q_{i}=F\left(P_{i}\right)$.
(2) $B$ is a basic algebra.
(3) $A \cong \operatorname{End}_{B}\left(\bigoplus_{i=1}^{n} Q_{i}^{\oplus m_{i}}\right)^{o p}$

Proof. Since $F$ is an equivalence it sends indecomposable projective $A$-modules to indecomposable projective $B$-modules and every indecomposable projective $B$-module arises in this way. Now equation (10) implies assertion (1). Since the $P_{i}$ are pairwise non-isomorphic by assumption and $F$ is an equivalence, the isomorphism

$$
{ }_{B} B \cong \operatorname{Hom}_{A}(P, P) \cong \bigoplus_{i=1}^{n} F\left(P_{i}\right)
$$

shows that $B$ is basic. The last assertion follows by taking opposite algebras in

$$
A^{o p} \cong \operatorname{End}_{A}\left({ }_{A} A\right) \cong \operatorname{End}_{B}\left(F\left({ }_{A} A\right)\right) \cong \operatorname{End}_{B}\left(\bigoplus_{i=1}^{n} Q_{i}^{\oplus m_{i}}\right) .
$$

Example 1.13. Let $A=M_{r \times r}(k)$ be the algebra of square matrices of size $r$, then the 'space of column vectors' $M_{1 \times r}(k)$ is equal to the projective $P=P_{1}$ with multiplicity $m_{1}=r$. We have $B \cong k$.
1.4. Species and path algebras. Corollary 1.12 reduces the computation of the $k$-dimension of a finite dimensional algebra $A$ (with known 'multiplicities' $m_{i}$ ) to understanding dimensions of Hom-spaces between indecomposable projective modules $Q_{i}$ over its basic algebra $B$. Our next aim is to review the structure theory of basic algebras in more detail. The notion of a species and its path algebra was introduced by Gabriel.

Definition 1.14 ([Gab73], [Ber11, Section 2]). Let $I$ be an index set. A $k$-species $\mathcal{S}=\left(D_{i}, j E_{i}\right)_{i, j \in I}$ is a set of set of division rings $D_{i}$ and $D_{j}-D_{i^{-}}$ bimodules ${ }_{j} E_{i}$ such that

- The $D_{i}$ are finite dimensional $k$-algebras and $\lambda x=x \lambda$ for all $x \in D_{i}$ and all $\lambda \in k$.
- The ${ }_{j} E_{i}$ are finite dimensional over $k$ and $\lambda x=x \lambda$ for all $x \in{ }_{j} E_{i}$ and all $\lambda \in k$.

In the sequel, we often write species for $k$-species if the base field $k$ is clear from the context.

A species is called finite if the index set $I$ is finite.
Now we associate a $k$-algebra $k \mathcal{S}$ with a species $\mathcal{S}$.
Definition 1.15. Let $\mathcal{S}=\left(D_{i},{ }_{j} E_{i}\right)_{i, j \in I}$ be a species. Set

$$
\begin{equation*}
D=\bigoplus_{i \in I} D_{i} \quad E=\bigoplus_{i, j \in I}{ }_{j} E_{i} \tag{11}
\end{equation*}
$$

Then $E$ is a $D-D$-bimodule and we can form the tensor ring

$$
\begin{equation*}
k \mathcal{S}:=T_{D}(E)=D \oplus E \oplus\left(E \otimes_{D} E\right) \oplus\left(E \otimes_{D} E \otimes_{D} E\right) \oplus \cdots \tag{12}
\end{equation*}
$$

Since $k$ acts centrally on $D$ and on $E$, the ring $k \mathcal{S}$ is a $k$-algebra, which we call the path algebra of $\mathcal{S}$.

We denote by $\mathfrak{r}_{\mathcal{S}} \subset k \mathcal{S}$ the ideal generated by $E$.
By construction, the path algebra is basic with set of simple objects $I$. It is hereditary by [Ber11, Lemma 3.8]

Definition 1.16. Let $\mathcal{S}$ be a species. The quiver $Q_{\mathcal{S}}$ of $\mathcal{S}$ is given by the set of vertices $I$ and an edge $e$ from $j$ to $i$ whenever ${ }_{j} E_{i}$ is non-zero.

We say that $\mathcal{S}$ has no oriented cycles, if $Q_{\mathcal{S}}$ has no oriented cycles.
Given a path $\gamma=\varepsilon_{1} \cdots \varepsilon_{n}: v \rightsquigarrow w$ in $Q_{\mathcal{S}}$, we put

$$
E(\gamma)={ }_{v} E_{t\left(\varepsilon_{n}\right)} \otimes_{D_{t\left(\varepsilon_{n}\right)}} s\left(\varepsilon_{n-1}\right) E_{t\left(\varepsilon_{n-1}\right)} \otimes_{D_{t\left(\varepsilon_{n-1}\right)}} \cdots \otimes_{D_{t\left(\varepsilon_{2}\right)} s\left(\varepsilon_{1}\right)} E_{w}
$$

for the tensor product of bi-modules along the path $\gamma$. If $\gamma: v \rightsquigarrow v$ has length zero, we put $E(\gamma)=D_{v}$. Varying over all paths we put

$$
E(i j)=\bigoplus_{\gamma: i \rightsquigarrow j} E(\gamma)
$$

In this notation

$$
\begin{equation*}
k \mathcal{S}=\bigoplus_{i, j \in V\left(Q_{\mathcal{S}}\right)} E(i j) \tag{13}
\end{equation*}
$$

Remark 1.17. If $\mathcal{S}$ has no oriented cycles, then $k \mathcal{S}$ is finite dimensional and $\mathfrak{r}_{\mathcal{S}}=\operatorname{rad}(k \mathcal{S})$.
Example 1.18. Let $Q$ be a finite quiver. It defines a species $\mathcal{S}$ with $I=$ $V(Q)$ the vertex set, $D_{i}=k$ for all vertices and ${ }_{j} E_{i}=k^{j} d_{i}$ where ${ }_{j} d_{i}$ is the number of edges from $j$ to $i$ in $Q$. The quiver of $\mathcal{S}$ has the same vertices as $Q$, but collapses multiple edges from $i$ to $j$ into a single edge. The path algebras agree:

$$
k Q=k \mathcal{S}
$$

Definition 1.19. Let $\mathcal{C}$ be a strongly finitary category, see Definition 1.2. It gives naturally rise to a species $\mathcal{S}_{\mathcal{C}}$ :

- Let $I=\{1, \ldots, n\}$ with $S_{1}, \ldots, S_{n}$ the set of simple objects of $\mathcal{C}$,
- for each simple object $S_{i}$ let $D_{i}=\operatorname{End}_{\mathcal{C}}\left(S_{i}\right)$,
- for each pair $(i, j)$ let

$$
{ }_{j} E_{i}=D \operatorname{Ext}_{\mathcal{C}}^{1}\left(S_{j}, S_{i}\right)
$$

with the operations of $D_{j}$ and $D_{i}$ via the first and second argument, respectively.
In the case of $\mathcal{C}=A$-mod we write $\mathcal{S}_{A}$ for $\mathcal{S}_{A \text {-mod }}$.
This applies to our categories $A$-mod. In later chapters, we will also apply it to categories of motives.

Remark 1.20. If $\mathcal{C}$ is strongly finitary and $\mathcal{C}^{\prime} \subset \mathcal{C}$ is a full abelian subcategory closed under subquotients (hence again strongly finitary), then the species and its path algebra are functorial. The map

$$
k \mathcal{S}_{\mathcal{C}} \rightarrow k \mathcal{S}_{\mathcal{C}^{\prime}}
$$

is surjective because $\operatorname{Ext}_{\mathcal{C}^{\prime}}^{1}\left(S_{j}, S_{i}\right) \subset \operatorname{Ext}_{\mathcal{C}}^{1}\left(S_{j}, S_{i}\right)$ for all simple objects $S_{i}$ and $S_{j}$ of $\mathcal{C}^{\prime}$.

Proposition 1.21 ([Ber11, Theorem 3.12]). Let $k$ be perfect and $B$ a basic finite dimensional $k$-algebra. Then there exists a two-sided admissible ideal $\mathcal{I} \subset k \mathcal{S}_{B}$ and a $k$-algebra isomorphism

$$
\begin{equation*}
B \cong k \mathcal{S}_{B} / \mathcal{I} \tag{14}
\end{equation*}
$$

An ideal $\mathcal{I}$ is called admissible if it is contained in $\mathfrak{r}_{\mathcal{S}_{B}}^{2}$ and there is $n \geq 2$ such that $\mathfrak{r}_{\mathcal{S}_{B}}^{n} \subset \mathcal{I}$.

The basic hereditary algebra $k \mathcal{S}_{B}$ in (14) corresponds to the 'saturation' of $B-\bmod$ in Section 4.

Proposition 1.22. Let $B$ be a basic finite dimensional algebra whose species contains no oriented cycles. The projective cover $P(S)$ of a simple object $S$ is unique up to unique isomorphism in $B$-mod.

Proof. Projective covers exist and are unique up to non-unique isomorphism in general. Since the species contains no oriented cycles, there is an isomorphism

$$
\begin{equation*}
\operatorname{End}_{B}(P(S)) \cong \operatorname{End}_{B}(S) \tag{15}
\end{equation*}
$$

so that the identity of $S$ has a unique lift to $P(S)$. This implies uniqueness of the isomorphism.

The argument for (15) is the analogous to the case of path algebras of quivers.

## 2. Relations and higher extensions

Throughout the chapter we consider a finite dimensional $k$-algebra $A$ that can be represented in the form

$$
A=H / \mathcal{I}
$$

with a hereditary algebra $H$ and a two-sided ideal $\mathcal{I} \subset H$. Let $K=$ $A / \operatorname{rad}(A)$ and $\mathfrak{r}_{H}$ the kernel of $H \rightarrow A \rightarrow K$.

Remark 2.1. We do not assume that $H$ is finite dimensional. The ideal $\mathfrak{r}_{H}$ takes the role of the radical. However, our assumptions do not imply that $\mathfrak{r}_{H}=\operatorname{rad}(H)$, even if $H$ is finite dimensional. The main case of interest for us is the case where $A$ is basic and $H$ is the hereditary algebra of Proposition 1.21. If $H$ is finite dimensional and $\mathcal{I}$ admissible (i.e., $\left.\mathcal{I} \subset \operatorname{rad}(H)^{2}\right)$, then $\mathfrak{r}_{H}=\operatorname{rad}(H)$.

The situation can be summed up in the commutative diagram


The aim of this section is to describe the interaction between the ideals $\mathcal{I}$ and $\mathfrak{r}_{H}$ in terms of extension groups. This will allow us to deduce dimension formulas in Section 3.
2.1. Formulas for Ext and Tor. The Tor-formulas in the following result can be deduced ${ }^{1}$ from more general statements in [BK99], see also the earlier work of Bongartz [Bon83, Theorem 1.1.] over algebraically closed fields. For the convenience of the reader, we include a proof. We use the notation $D(-)=\operatorname{Hom}_{k}(-, k)$.

[^1]Theorem 2.2. Let $k$ be perfect, $A$ a finite dimensional $k$-algebra with $K=$ $A / \operatorname{rad}(A)$. Let $H$ be a hereditary $k$-algebra (not necessarily finite dimensional) and $H \rightarrow A$ a surjective $k$-algebra homomorphism. Let $\mathfrak{r}_{H}$ be the kernel of $H \rightarrow K$ and $\mathcal{I}$ the kernel of $H \rightarrow A$. Then there are isomorphisms of $K-K$-bimodules

$$
\begin{align*}
D \operatorname{Ext}_{A}^{2 n}(K, K) & \cong \operatorname{Tor}_{2 n}^{A}(K, K)  \tag{16}\\
& \cong\left(\mathcal{I}^{n} \cap \mathfrak{r}_{H} \mathcal{I}^{n-1} \mathfrak{r}_{H}\right) /\left(\mathcal{I}^{n} \mathfrak{r}_{H}+\mathfrak{r}_{H} \mathcal{I}^{n}\right), \text { for } n \geq 1  \tag{17}\\
D \operatorname{Ext}_{A}^{2 n+1}(K, K) & \cong \operatorname{Tor}_{2 n+1}^{A}(K, K)  \tag{18}\\
& \cong\left(\mathfrak{r}_{H} \mathcal{I}^{n} \cap \mathcal{I}^{n} \mathfrak{r}_{H}\right) /\left(\mathcal{I}^{n+1}+\mathfrak{r}_{H} \mathcal{I}^{n} \mathfrak{r}_{H}\right), \text { for } n \geq 0 \tag{19}
\end{align*}
$$

Remark 2.3. (1) If $A$ is basic, then the assumptions are satisfied with $H=k \mathcal{S}_{A}$ by Proposition 1.21. This is the case we will be interested in.
(2) If $k$ is not perfect, the formula for $\operatorname{Tor}^{A}$ still holds true.

We divide the proof into several lemmas.
Lemma 2.4. Let $A$ and $K$ be as above. For all $K$-modules $X$, the trace $\operatorname{tr}: K \rightarrow k$ induces a natural isomorphism

$$
D X \cong \operatorname{Hom}_{K}(X, K)
$$

of $K^{o p}$-modules. Moreover, $\operatorname{Tor}_{m}^{A}(K, K) \cong D \operatorname{Ext}_{A}^{m}(K, K)$ as $K-K$-bimodules.
Proof. The first claim is an instance of [Ric02, Theorem 3.1]. Indeed, finite dimensional skew fields over perfect fields are symmetric via the trace map, see [Bou12, VIII, p. 375, Cor.]. The property extends to matrix algebras over such skew fields and by Wedderburn's Theorem to $K$.

In particular,

$$
D\left(K_{K}\right) \cong{ }_{K} K, \quad D\left({ }_{K} K\right) \cong K_{K}
$$

as $K$-modules and $K^{o p}$-modules, respectively.
We now claim that

$$
\begin{equation*}
D Y \otimes_{A} X \cong D \operatorname{Hom}_{A}(X, Y) \tag{20}
\end{equation*}
$$

for all finitely generated $A$-modules. There is a natural map from the left to the right:

$$
f \otimes x \mapsto(g \mapsto f(g(x))
$$

Both sides are right exact in $X$ as $D$ is exact. By taking a free resolution of $X$, we are reduced to the case $X=A$. In this case the map is the

$$
\text { id }: D Y \rightarrow D Y
$$

The isomorphism (20) passes to derived functors, so that we have

$$
\operatorname{Tor}_{n}^{A}(D Y, X) \cong D \operatorname{Ext}_{A}^{n}(X, Y)
$$

The isomorphism is natural in both arguments. We evaluate in $X=Y=$ ${ }_{K} K$. The claim follows because $D K \cong K^{o p}$. It is $K-K$-equivariant by naturality.

The following lemma is well-known, cf. e.g. [ENN56, Proposition 1].
Lemma 2.5. Let $A$ be a $k$-algebra and $I \subset A$ a two-sided ideal. Assume $A=P \oplus P^{\prime}$ as left $A$-modules. Then $P / I P$ is a projective $A / I$-module.

Proof. Indeed, $A / I \otimes_{A} P$ is a direct summand of $A / I \otimes_{A} A \cong A / I$ and therefore projective as an $A / I$-module. The isomorphism $A / I \otimes_{A} P \rightarrow P / I P$ completes the proof.

The following observation is the key part of the argument, cf. [ENN56, Proof of Proposition 3].

Lemma 2.6. Let $A=H / \mathcal{I}$ be a finite dimensional algebra as in Theorem 2.2 and let $K=A / \operatorname{rad}(A)$. Then there is a projective resolution of $A$-modules $\cdots \rightarrow P_{6} \rightarrow P_{5} \rightarrow \mathcal{I}^{2} / \mathcal{I}^{3} \rightarrow \mathcal{I r}_{H} / \mathcal{I}^{2} \mathfrak{r}_{H} \rightarrow \mathcal{I} / \mathcal{I}^{2} \rightarrow \mathfrak{r}_{H} / \mathcal{I r}_{H} \rightarrow A \rightarrow K \rightarrow 0$,
where $P_{2 l}:=\mathcal{I}^{l} / \mathcal{I}^{l+1}$ and $P_{2 l+1}:=\mathcal{I}^{l} \mathfrak{r}_{H} / \mathcal{I}^{l+1} \mathfrak{r}_{H}$ for all $l \geq 0$ and the maps $\partial_{m}: P_{m} \rightarrow P_{m-1}$ are induced by the inclusions of $H-H$-bimodules

$$
\begin{equation*}
\cdots \mathcal{I}^{3} \mathfrak{r}_{H} \subset \mathcal{I}^{3} \subset \mathcal{I}^{2} \mathfrak{r}_{H} \subset \mathcal{I}^{2} \subset \mathcal{I r}_{H} \subset \mathcal{I} \subset \mathfrak{r}_{H} \subset \mathcal{I}^{0}=H \tag{22}
\end{equation*}
$$

The complex (21) is a complex of $A-H$-bimodules.
Proof. Since $H$ is hereditary every left ideal $P \subset H$ is a projective $H$-module. Now Lemma 2.5 shows that the $P_{i}$ are projective $A=H / \mathcal{I}$-modules. The inclusions in (22) yield short exact sequences of $A$-modules $A-H$-bimodules

$$
\begin{gathered}
0 \rightarrow \mathcal{I}^{l} \mathfrak{r}_{H} / \mathcal{I}^{l+1} \rightarrow \mathcal{I}^{l} / \mathcal{I}^{l+1} \rightarrow \mathcal{I}^{l} / \mathcal{I}^{l} \mathfrak{r}_{H} \rightarrow 0 \\
0 \rightarrow \mathcal{I}^{l+1} / \mathcal{I}^{l+1} \mathfrak{r}_{H} \rightarrow \mathcal{I}^{l} \mathfrak{r}_{H} / \mathcal{I}^{l+1} \mathfrak{r}_{H} \rightarrow \mathcal{I}^{l} \mathfrak{r}_{H} / \mathcal{I}^{l+1} \rightarrow 0
\end{gathered}
$$

for all $l \geq 0$ showing that the sequence (21) is exact - note that $H / \mathrm{r}_{H} \cong$ $K=A / \operatorname{rad}(A)$ as $A-H$-bimodules. This completes the proof.

Remark 2.7. In general, the projective resolution in Lemma 2.6 is far from being a minimal projective resolution. Indeed, consider, for example, the following quiver

$$
1 \xrightarrow{a_{1}} 2 \xrightarrow{a_{2}} 3 \xrightarrow{a_{3}} \cdots \xrightarrow{a_{n-2}} n-1 \xrightarrow{a_{n-1}} n .
$$

Let $I \subset k Q$ be the two-sided ideal generated by the following paths of length 2

$$
a_{3} a_{2}, a_{5} a_{4}, a_{7} a_{6}, \ldots, a_{n-2} a_{n-3}
$$

Let $A=k Q / I$. One can compute that $\operatorname{gldim} A=2$. If $n$ is odd, then

$$
0 \neq a_{n-1} a_{n-2} a_{n-3} \cdot \ldots \cdot a_{3} a_{2} \in I^{\frac{n-3}{2}} \mathfrak{r}_{k Q}
$$

shows that the projective resolution of $K$ in Lemma 2.6 has length $n-2$.
Lemma 2.8. Let $M$ be an A-module. Then, in the notation of Lemma 2.6,

$$
\operatorname{Tor}_{A}^{m}(M, K)=\operatorname{ker}\left(M \otimes_{A} \operatorname{ker} \partial_{m-1} \rightarrow M \otimes_{A} P_{m-1}\right)
$$

Proof. Since $M \otimes_{A}$ - is right exact, the statement follows for example from [CE56, Exercise V.10.1 on p. 104].

In the computations below, we will repeatedly use the following isomorphism (using the notation of Lemma 2.6) of $A-H$-bimodules for all $A-H$ bimodules $M$

$$
\begin{equation*}
K \otimes_{A} M \cong M / \mathfrak{r}_{H} M \tag{23}
\end{equation*}
$$

## Lemma 2.9.

$$
\begin{array}{r}
K \otimes_{A} \operatorname{ker} \partial_{2 n-1} \cong \mathcal{I}^{n} /\left(\mathfrak{r}_{H} \mathcal{I}^{n}+\mathcal{I}^{n} \mathfrak{r}_{H}\right) \text { for all } n \geq 1 \\
K \otimes_{A} \operatorname{ker} \partial_{2 n} \cong \mathcal{I}^{n} \mathfrak{r}_{H} /\left(\mathfrak{r}_{H} \mathcal{I}^{\mathfrak{r}_{H}}+\mathcal{I}^{n+1}\right) \text { for all } n \geq 0 \tag{25}
\end{array}
$$

Proof. We only do the computation for the second case. The first case is similar. By (2.1), we have

$$
\operatorname{ker} \partial_{2 n} \cong \mathcal{I}^{n} \mathfrak{r}_{H} / \mathcal{I}^{n+1}
$$

Now,

$$
\mathfrak{r}_{H}\left(\mathcal{I}^{n} \mathfrak{r}_{H} / \mathcal{I}^{n+1}\right) \cong\left(\mathfrak{r}_{H} \mathcal{I}^{n} \mathfrak{r}_{H}+\mathcal{I}^{n+1}\right) / \mathcal{I}^{n+1}
$$

Thus, applying (23) to $M=\mathcal{I}^{n} \mathfrak{r}_{H} / \mathcal{I}^{n+1}$ yields

$$
K \otimes_{A} \operatorname{ker} \partial_{2 n} \cong \frac{\mathcal{I}^{n} \mathfrak{r}_{H} / \mathcal{I}^{n+1}}{\left(\mathfrak{r}_{H} \mathcal{I}^{\mathfrak{r}_{1}}+\mathcal{I}^{n+1}\right) / \mathcal{I}^{n+1}} \cong \frac{\mathcal{I}^{n} \mathfrak{r}_{H}}{\left(\mathfrak{r}_{H} \mathcal{I}^{n} \mathfrak{r}_{H}+\mathcal{I}^{n+1}\right)}
$$

using the isomorphism theorem in the last step.

## Lemma 2.10.

$$
\begin{align*}
& K \otimes_{A} P_{2 n-1} \cong \mathcal{I}^{n-1} \mathfrak{r}_{H} /\left(\mathfrak{r}_{H} \mathcal{I}^{n-1} \mathfrak{r}_{H}+\mathcal{I}^{n} \mathfrak{r}_{H}\right) \text { for all } n \geq 1  \tag{26}\\
& K \otimes_{A} P_{2 n} \cong \mathcal{I}^{n} /\left(\mathfrak{r}_{H} \mathcal{I}^{n}+\mathcal{I}^{n+1}\right) \text { for all } n \geq 0 \tag{27}
\end{align*}
$$

Proof. Again, we only do the computation for the second case. By the construction in Lemma 2.6, we have

$$
P_{2 n}=\mathcal{I}^{n} / \mathcal{I}^{n+1}
$$

Now,

$$
\mathfrak{r}_{H}\left(\mathcal{I}^{n} / \mathcal{I}^{n+1}\right) \cong\left(\mathfrak{r}_{H} \mathcal{I}^{n}+\mathcal{I}^{n+1}\right) / \mathcal{I}^{n+1} .
$$

Thus, applying (23) to $M=\mathcal{I}^{n} / \mathcal{I}^{n+1}$ yields

$$
K \otimes_{A} P_{2 n} \cong \frac{\mathcal{I}^{n} / \mathcal{I}^{n+1}}{\left(\mathfrak{r}_{H} \mathcal{I}^{n}+\mathcal{I}^{n+1}\right) / \mathcal{I}^{n+1}} \cong \frac{\mathcal{I}^{n}}{\left(\mathfrak{r}_{H} \mathcal{I}^{n}+\mathcal{I}^{n+1}\right)}
$$

Proof of Theorem 2.2. We only prove (19). By Lemma 2.4 it suffices to compute the Tor-group. By Lemma 2.8,

$$
\operatorname{Tor}_{2 n+1}^{A}(K, K) \cong \operatorname{ker}\left(K \otimes_{A} \operatorname{ker} \partial_{2 n} \rightarrow K \otimes_{A} P_{2 n}\right)
$$

which by Lemmas 2.9 and 2.10 is isomorphic to

$$
\begin{aligned}
\operatorname{ker}\left(\frac{\mathcal{I}^{n} \mathfrak{r}_{H}}{\left(\mathfrak{r}_{H} \mathcal{I}^{n} \mathfrak{r}_{H}+\mathcal{I}^{n+1}\right)}\right. & \left.\rightarrow \frac{\mathcal{I}^{n}}{\left(\mathfrak{r}_{H} \mathcal{I}^{n}+\mathcal{I}^{n+1}\right)}\right) \\
& \cong \frac{\left(\mathfrak{r}_{H} \mathcal{I}^{n}+\mathcal{I}^{n+1}\right) \cap \mathcal{I}^{n} \mathfrak{r}_{H}}{\left(\mathfrak{r}_{H} \mathcal{I}^{\mathfrak{r}_{H}}+\mathcal{I}^{n+1}\right)} \cong \frac{\mathfrak{r}_{H} \mathcal{I}^{n} \cap \mathcal{I}^{n} \mathfrak{r}_{H}}{\left(\mathfrak{r}_{H} \mathcal{I}^{n} \mathfrak{r}_{H}+\mathcal{I}^{n+1}\right)}
\end{aligned}
$$

where the last step uses that $\mathcal{I}^{n+1}$ is contained in the ideal we quotient out by. All isomorphisms are isomorphisms of $A-H$-bimodules by construction. As all terms are $K-K$-bimodules, they are even isomorphism of $K-K$ bimodules.

### 2.2. A formula for the relation space.

Theorem 2.11. Let $H$ be a finite dimensional hereditary algebra, $\mathcal{I} \subset$ $\operatorname{rad}(H)^{2}$ an admissible ideal, $A=H / \mathcal{I}$.

Then

$$
\begin{equation*}
D \operatorname{Ext}_{A}^{2}(K, K) \cong \mathcal{I} /(\mathcal{I} \operatorname{rad}(H)+\operatorname{rad}(H) \mathcal{I}) \tag{28}
\end{equation*}
$$

as $K-K$-bimodules. Let $s: D \operatorname{Ext}_{A}^{2}(K, K) \rightarrow \mathcal{I}$ be a section of (28). Then $\mathcal{I}$ is generated by the image of $s$ as a two-sided ideal.

Proof. We are in the case $\mathfrak{r}_{H}=\operatorname{rad}(H)$. The formula is the case $n=1$ of Theorem 2.2 because we assume $\mathcal{I} \subset \mathfrak{r}_{H}^{2}$. It implies

$$
\mathcal{I}=\operatorname{Im}(s)+\mathcal{I} \mathfrak{r}_{H}+\mathfrak{r}_{H} \mathcal{I}
$$

Recursively, this implies

$$
\mathcal{I}=\operatorname{Im}(s)+\operatorname{Im}(s) \mathfrak{r}_{H}+\mathfrak{r}_{H} \operatorname{Im}(s)+\mathcal{I} \mathfrak{r}_{H}^{2}+\mathfrak{r}_{H} \mathcal{I} \mathfrak{r}_{H}+\mathfrak{r}_{H}^{2} \mathcal{I}
$$

etc. Note that the error terms $\mathfrak{r}_{H}^{a} \mathcal{I}_{H}^{b}$ are contained in $\mathfrak{r}_{H}^{a+b+2}$. They vanish for $a, b$ big enough since the radical is nilpotent.

Remark 2.12. The second part of the Theorem is not true in general if $H$ is infinite dimensional, cf. e.g. [BIKR08, Section 7]. There are examples such that $H /(\operatorname{Im}(s))$ is infinite dimensional. This problem can be fixed. We restrict to the basic case, $H \cong k \mathcal{S}$ for a species $\mathcal{S}$. After passing to the $\mathfrak{r}_{H^{-}}$ adic completion $\hat{H}$ of $H$, the result still holds, see e.g. [BIRS11, Section 3, in particular, Prop. 3.4.], where this is discussed in the case of quivers. Note that if $H$ is finite dimensional then $\hat{H}=H$. For path algebras of quivers our statement (and its proof) are thus special cases of [BIRS11, Prop. 3.4.].

Corollary 2.13. Assume that $H$ is finite dimensional and hereditary, $\mathcal{I} \subset H$ an admissible ideal. The following conditions are equivalent
(1) the algebra $A=H / \mathcal{I}$ is hereditary, i.e. $\operatorname{gldim} A \leq 1$.
(2) $\operatorname{Ext}_{A}^{2}(K, K)=0$.
(3) $\mathcal{I}=0$.

Proof. The implications from (1) to (2) and from (3) to (1) are trivial. Assume (2). By Theorem 2.11 the ideal $\mathcal{I}$ is generated by $D \operatorname{Ext}_{A}^{2}(K, K)=0$. This implies that $\mathcal{I}=0$.

The isomorphism (28) has the following consequence, which we will use later.

Corollary 2.14. In the notation of Theorem 2.11, assume that

$$
\begin{equation*}
\mathcal{I} \operatorname{rad}(H)=0=\operatorname{rad}(H) \mathcal{I} \tag{29}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathcal{I} \cong D \operatorname{Ext}_{A}^{2}(K, K) \tag{30}
\end{equation*}
$$

This happens in particular, if $\operatorname{rad}(H)^{3}=0$.

### 2.3. Higher global dimension. The following "generalises" Corollary 2.13.

Corollary 2.15. Let $H$ be a finite dimensional hereditary algebra and $\mathcal{I} \subset$ $\operatorname{rad}(H)^{2}$ an admissible ideal. If $\operatorname{rad}(H)^{n+1}=0$, then $\operatorname{gldim} A \leq n$.

Proof. We have $\operatorname{rad}(H)=\mathfrak{r}_{H}$. It suffices to show that $\operatorname{Ext}_{A}^{j}(K, K)=0$ for all $j>n$. Using $\mathcal{I} \subset \mathfrak{r}_{H}^{2}$ and $\mathfrak{r}_{H}^{n+1}=0$, shows

$$
\begin{aligned}
& \mathcal{I}^{l} \cap \mathfrak{r}_{H} \mathcal{I}^{l-1} \mathfrak{r}_{H} \subset \mathfrak{r}_{H}^{2 l}=0, \quad \text { for } l \geq \frac{n+1}{2} \\
& \quad \mathfrak{r}_{H} \mathcal{I}^{l} \cap \mathcal{I}^{l} \mathfrak{r}_{H} \subset \mathfrak{r}_{H}^{2 l+1}=0, \quad \text { for } l \geq \frac{n}{2}
\end{aligned}
$$

Now the formulas in Theorem 2.2 complete the proof.

## 3. DIMENSION FORMULAS FOR ALGEBRAS

In this section we translate the structural situation into dimension formulas.
3.1. Notation. We collect the notation introduced earlier for the convenience of the reader. Throughout $k$ is a perfect field and $A$ a finite dimensiona $k$-algebra.

- Let $S_{1}, \ldots, S_{n}$ be the simple objects of $A$-mod;
- For $i=1, \ldots, n$ let $m_{i}$ be the multiplicity in which the projective cover $P_{i}$ of $S_{i}$ appears in $A$, see Section 1.3, Equation (10);
- let $D_{i}=\operatorname{End}\left(S_{i}\right)$,
- let $\mathcal{S}_{A}=\left(D_{i}, D \operatorname{Ext}_{A}^{1}\left(S_{j}, S_{i}\right)\right)_{i, j \in\{1, \ldots, n\}}$ be the species of $A$-mod, see Definition 1.19;
- $Q_{A}$ the quiver of the species, see Definition 1.16, so it has an edge from $j$ to $i$ if and only if $D \operatorname{Ext}_{A}^{1}\left(S_{j}, S_{i}\right)$ is non-zero.
- for each path $\gamma: v \rightsquigarrow w$ we have $E(\gamma)$ of Definition 1.16;
- for each pair $i, j$ we have $E(i j)=\bigoplus_{\gamma: i \rightsquigarrow j} E(\gamma)$.

Definition 3.1. We put

$$
\begin{aligned}
\delta(A) & =\operatorname{dim}_{k} A \\
\delta_{A}(i j) & =\operatorname{dim}_{k} \operatorname{Hom}_{A}\left(P_{i}, P_{j}\right) \\
\delta_{A}(\gamma) & =\operatorname{dim}_{k} E(\gamma)
\end{aligned}
$$

3.2. The hereditary case. The dimension formulas are easier in the hereditary case. This also implies estimates in general.

Proposition 3.2. Let $k$ be perfect, A a finite dimensional algebra. Then

$$
\begin{align*}
\delta(A) & =\sum_{i, j=1}^{n} m_{i} m_{j} \delta_{A}(i j),  \tag{31}\\
\delta_{A}(i j) & \leq \sum_{\gamma: i \rightsquigarrow j} \operatorname{dim}_{k} \delta_{A}(\gamma),  \tag{32}\\
\delta_{A}(\gamma) & = \begin{cases}\operatorname{dim}_{k} D_{v} & \gamma: v \rightsquigarrow v \text { of length } 0 \\
\frac{\prod_{w}: v \rightarrow w \gamma}{} \operatorname{dim}_{v \in \gamma} \operatorname{Ext}_{A}^{1}\left(S_{v}, S_{w}\right) \\
\operatorname{dim}_{k} D_{v} & |\gamma| \geq 1\end{cases} \tag{33}
\end{align*}
$$

(where $\dot{\gamma}$ is the set of vertices on the path which are different from the end points) with equality if and only if $A$ is hereditary.

Proof. Let $B$ be the basic algebra Morita equivalent to $A, F: A$ - mod $\rightarrow$ $B$-mod the equivalence. Both $A$ and $B$ decompose as direct sums of the $P_{i}$ for $i=1, \ldots, n$. By Corollary 1.12,

$$
A \cong \operatorname{End}_{B}\left(\bigoplus_{i=1}^{n} Q_{i}^{\oplus m_{i}}\right)^{o p}
$$

with $Q_{i}=F\left(P_{i}\right)$. Note that $\operatorname{Hom}_{A}\left(P_{i}, P_{j}\right) \cong \operatorname{Hom}_{B}\left(Q_{i}, Q_{j}\right)$ and hence $\delta_{A}(i j)=\delta_{B}(i j)$. The formula for $\delta(A)$ follows by additivity.

Without loss of generality $A$ is basic because we can replace $A$ by $B$. As in Proposition 1.21 there is hereditary algebra $H$ and and an ideal $\mathcal{I} \subset \mathfrak{r}_{H}^{2}$ such that $A \cong H / \mathcal{I}$; in fact $H=k \mathcal{S}_{A}$. We may view $A$-mod as a full subcategory of $H$-mod. Let $P_{i}^{H}$ be the projective cover of $S_{i}$ in $H$-mod. We fix a surjection $\pi_{i}: P_{i}^{H} \rightarrow P_{i}$. As $P_{i}^{H}$ is projective, the dotted arrow in the diagram

can always be filled in. This implies

$$
\delta_{A}(i j)=\operatorname{dim}_{k} \operatorname{Hom}_{A}\left(P_{i}, P_{j}\right) \leq \operatorname{dim}_{k} \operatorname{Hom}_{H}\left(P_{i}^{H}, P_{j}^{H}\right)=\delta_{H}(i j)
$$

It suffices to show the remaining equalities for $k \mathcal{S}_{A}$. Note also that having equalities in the formula for $\delta_{A}(i j)$ for all $i, j$ implies that $\operatorname{dim}_{k} H=\operatorname{dim}_{k} A$, so that $A=H$ is hereditary.

From now on assume that $A=k \mathcal{S}_{A}$. By the description of $P_{i}$ inside of $A$ in Section 1.3

$$
P_{i}=A e_{i}=\bigoplus_{w, \gamma: i \rightsquigarrow w} E(\gamma) .
$$

Comparison of (13) with Section 1.3 gives

$$
\operatorname{Hom}\left(P_{i}, P_{j}\right)=\operatorname{Hom}\left(k \mathcal{S} e_{i}, k \mathcal{S} e_{j}\right)=e_{j} k \mathcal{S} e_{i}=E(i j)
$$

We deduce the dimension formula for $E(i j)$.

For the last formula, note that we have

$$
\operatorname{dim}_{k} M \otimes_{D} N=\frac{\operatorname{dim}_{k} M \cdot \operatorname{dim}_{k} N}{\operatorname{dim}_{k} D}
$$

for a skew field $D$ over $k$, a $D$-module $N$ and a $D^{o p}$-module $M$.
There is a completely different, much easier upper bound.
Lemma 3.3. Let $V \in A$-mod such that $\langle V\rangle=A$-mod. Then

$$
\delta(A) \leq\left(\operatorname{dim}_{k} V\right)^{2} .
$$

Let $\tilde{e}_{i}, \tilde{e}_{j} \in A$ be the idempotents projecting to $P_{i}^{m_{i}}$ and $P_{j}^{m_{j}}$, respectively. Then

$$
m_{i} m_{j} \delta_{A}(i j) \leq \operatorname{dim}_{k} \tilde{e}_{i} V \operatorname{dim}_{k} \tilde{e}_{j} V
$$

Proof. Apply Lemma 1.5 to the algebra $A$. Note that the $\mathcal{I}=\operatorname{ker}(A \rightarrow$ $\left.\operatorname{End}_{k}(V)\right)$ vanishes in this case. The bound for $\delta(A)$ follows with the idempotent 1 in Lemma 1.5.

We have

$$
m_{i} m_{j} \delta_{A}(i j)=\operatorname{dim}_{k} \operatorname{Hom}_{A}\left(P_{i}^{m_{i}}, P_{j}^{m_{j}}\right)=\operatorname{dim}_{k} \tilde{e}_{i} A \tilde{e}_{j}
$$

The upper bound is the one given in Lemma 1.5.
3.3. Refined dimension formulas. We keep the general set-up and notation, but make assumptions on the global dimension.
Corollary 3.4. Let $A$ be a finite dimensional algebra such that the maximal length of paths in $Q_{A}$ is at most 2. Then

$$
\delta_{A}(i j)=\delta_{k \mathcal{S}_{A}}(i j)-m_{i} m_{j} \operatorname{dim}_{k} \operatorname{Ext}^{2}\left(S_{j}, S_{i}\right)
$$

and

$$
\begin{aligned}
\delta(A) & =\sum_{i} m_{i}^{2} \operatorname{dim}_{k} D_{i}+ \\
& +\sum_{i, j} m_{i} m_{j} \operatorname{dim}_{k} \operatorname{Ext}_{A}^{1}\left(S_{j}, S_{i}\right)-\sum_{i, j} m_{i} m_{j} \operatorname{dim}_{k} \operatorname{Ext}_{A}^{2}\left(S_{j}, S_{i}\right) \\
& +\sum_{a, b, c} m_{a} m_{c} \frac{\operatorname{dim}_{k} \operatorname{Ext}_{A}^{1}\left(S_{b}, S_{a}\right) \operatorname{dim}_{k} \operatorname{Ext}_{A}^{1}\left(S_{c}, S_{b}\right)}{\operatorname{dim}_{k} D_{b}}
\end{aligned}
$$

Note that many terms in these sums vanish.
Proof. The assumption implies $\mathfrak{r}^{3}=0$ where $\mathfrak{r}$ is the radical of $k \mathcal{S}_{A}$. By Corollary 2.14 the basic algebra $B$ corresponding to $A$ takes the form

$$
B \cong k \mathcal{S}_{A} / \mathcal{I}
$$

where $\mathcal{I} \cong D \operatorname{Ext}_{B}^{2}(K, K) \cong \bigoplus_{i, j} D \operatorname{Ext}_{B}^{2}\left(S_{j}, S_{i}\right)$.
Combining the description of $\delta_{A}(i j)$ with the formulas in Proposition 3.2 for $k \mathcal{S}_{A}$, we get the formula for $\delta(A)$.

The following result generalises the above formula to higher cohomological dimension. However, this estimate can become arbitrarily bad, cf. Example 3.6 below. We restrict to the basic case in order to simplify notation.

Corollary 3.5. Let $B$ be a basic finite dimensional algebra, $H=k \mathcal{S}_{B}$. For all $n \geq 2$, we have the following estimate

$$
\begin{equation*}
\operatorname{dim}_{k} B \leq \operatorname{dim}_{k} H-\operatorname{dim}_{k} \operatorname{Ext}_{B}^{2}(K, K)-\ldots-\operatorname{dim}_{k} \operatorname{Ext}_{B}^{n}(K, K) \tag{34}
\end{equation*}
$$

Proof. Since $B$ is finite dimensional, the $\operatorname{Ext}_{B}^{i}(K, K)$ are finite dimensional. We can assume that $\operatorname{dim}_{k} H$ is finite, for otherwise the inequality holds trivially. As before $B \cong k \mathcal{S}_{B} / \mathcal{I}$. Because of equality

$$
\operatorname{dim}_{k} B=\operatorname{dim}_{k} H-\operatorname{dim}_{k} \mathcal{I}
$$

it suffices to show

$$
\begin{equation*}
\operatorname{dim}_{k} \mathcal{I} \geq \operatorname{dim}_{k} \operatorname{Ext}_{B}^{2}(K, K)+\ldots+\operatorname{dim}_{k} \operatorname{Ext}_{B}^{n}(K, K) \tag{35}
\end{equation*}
$$

By Theorem 2.2, we have

$$
\begin{gathered}
\operatorname{dim}_{k} \operatorname{Ext}_{B}^{2 l}(K, K)=\operatorname{dim}_{k}\left(\mathcal{I}^{l} \cap \mathfrak{r}_{H} \mathcal{I}^{l-1} \mathfrak{r}_{H}\right)-\operatorname{dim}_{k}\left(\mathcal{I}^{l} \mathfrak{r}_{H}+\mathfrak{r}_{H} \mathcal{I}^{l}\right) \\
\operatorname{dim}_{k} \operatorname{Ext}_{B}^{2 l+1}(K, K)=\operatorname{dim}_{k}\left(\mathfrak{r}_{H} \mathcal{I}^{l} \cap \mathcal{I}^{l} \mathfrak{r}_{H}\right)-\operatorname{dim}_{k}\left(\mathcal{I}^{l+1}+\mathfrak{r}_{H} \mathcal{I}^{l} \mathfrak{r}_{H}\right),
\end{gathered}
$$

showing that the right hand side of (35) equals (assuming that $n=2 l+1$ is odd-the case that $n$ is even is analogous)

$$
\begin{align*}
& \operatorname{dim}_{k} \mathcal{I}  \tag{36}\\
& -\operatorname{dim}_{k}\left(\mathcal{I r}_{H}+\mathfrak{r}_{H} \mathcal{I}\right)+\operatorname{dim}_{k}\left(\mathcal{I r}_{H} \cap \mathfrak{r}_{H} \mathcal{I}\right)  \tag{37}\\
& -\operatorname{dim}_{k}\left(\mathcal{I}^{2}+\mathfrak{r}_{H} \mathcal{I r}_{H}\right)+\operatorname{dim}_{k}\left(\mathcal{I}^{2} \cap \mathfrak{r}_{H} \mathcal{I}_{H}\right)  \tag{38}\\
& \ldots  \tag{39}\\
& -\operatorname{dim}_{k}\left(\mathcal{I}^{l} \mathfrak{r}_{H}+\mathfrak{r}_{H} \mathcal{I}^{l}\right)+\operatorname{dim}_{k}\left(\mathcal{I}^{l} \mathfrak{r}_{H} \cap \mathfrak{r}_{H} \mathcal{I}^{l}\right)  \tag{40}\\
& -\operatorname{dim}_{k}\left(\mathcal{I}^{l+1}+\mathfrak{r}_{H} \mathcal{I}^{l} \mathfrak{r}_{H}\right) . \tag{41}
\end{align*}
$$

All the contributions in (37) - (41) are $\leq 0$ - indeed,

$$
\begin{aligned}
\mathcal{I r}_{H}+\mathfrak{r}_{H} \mathcal{I} & \supseteq \mathcal{I r}_{H} \cap \mathfrak{r}_{H} \mathcal{I} \\
\mathcal{I}^{2}+\mathfrak{r}_{H} \mathcal{I r}_{H} & \supseteq \mathcal{I}^{2} \cap \mathfrak{r}_{H} \mathcal{I r}_{H}
\end{aligned}
$$

This completes the proof.
Example 3.6. Let $Q$ be the following quiver

$$
1-a_{1} \rightarrow 2-a_{2} \rightarrow 3 \longrightarrow \cdots \longrightarrow n .
$$

(1) Let $A=k Q /\left(a_{2} a_{1}\right)$. We can use the formulas of Theorem 2.2 to compute the dimensions of the Ext-groups. The left and right hand sides of Corollary 3.5 are

$$
\operatorname{dim}_{k} A=\operatorname{dim}_{k} k Q-\operatorname{dim}_{k}\left(a_{2} a_{1}\right)=\binom{n+1}{2}-(n-1)
$$

and

$$
\begin{aligned}
& \operatorname{dim}_{k} k Q-\sum_{l=2}^{m} \operatorname{dim}_{k} \operatorname{Ext}_{A}^{l}(K, K) \\
&=\operatorname{dim}_{k} k Q-\operatorname{dim}_{k} \operatorname{Ext}_{A}^{2}(K, K)=\binom{n+1}{2}-1
\end{aligned}
$$

This shows that their difference can become arbitrarily large.
(2) Let $B=k Q /(\operatorname{rad} k Q)^{2}$. This algebra has global dimension $n-1$ and we get an equality in Corollary 3.5:

$$
\begin{aligned}
\operatorname{dim}_{k} B & =2 n-1=\binom{n+1}{2}-\sum_{l=2}^{n-1}(n-l) \\
& =\operatorname{dim}_{k} k Q-\sum_{l=2}^{n-1} \operatorname{dim}_{k} \operatorname{Ext}_{B}^{l}(K, K)
\end{aligned}
$$

The latter statement generalises to quivers $Q$ of the form


## 4. Saturation

Throughout the chapter, we fix a category $\mathcal{C}$ with the following properties:
Set-Up 4.1. Let $k$ be a perfect field and $\mathcal{C}$ an essentially small $k$-linear abelian category such that:
(1) $\mathcal{C}$ is artinian and noetherian;
(2) all Hom-spaces are finite dimensional;
(3) the set of simple objects of $\mathcal{C}$ admits a partial order such that $\operatorname{Ext}^{1}\left(S, S^{\prime}\right) \neq$ 0 only if $S<S^{\prime}$
(4) $\mathcal{C}$ is hereditary, i.e. $\operatorname{Ext}_{\mathcal{C}}{ }^{1}(-,-)=0$.

Let $\mathcal{B} \subset \mathcal{C}$ be a full subcategory. We want to construct its hereditary closure or saturation $\mathcal{B}^{\text {sat }}$, i.e., a minimal subcategory of $\mathcal{C}$ containing $\mathcal{B}$ which is in addition hereditary.
Theorem 4.2. Given $\mathcal{C}$ as above and $\mathcal{B} \subset \mathcal{C}$ a full abelian subcategory closed under subquotients. Then there is a minimal full hereditary subcategory closed under subquotients $\mathcal{B}^{\text {sat }}$

$$
\mathcal{B} \subset \mathcal{B}^{\text {sat }} \subset \mathcal{C}
$$

containing $\mathcal{B}$.
(1) $\mathcal{B}$ and $\mathcal{B}^{\text {sat }}$ have the same class of simple objects.
(2) For all simple objects $S, T$ of $\mathcal{B}$, we have

$$
\operatorname{Ext}_{\mathcal{B}}^{1}(S, T)=\operatorname{Ext}_{\mathcal{B}^{\text {sat }}}^{1}(S, T) .
$$

(3) The category $\mathcal{B}^{\text {sat }}$ is given by the full subcategory of $\mathcal{C}$ containing all objects $X$ for which all subquotients of length at most 2 (i.e., 1 -extension of simple objects) are in $\mathcal{B}$.

The proof will be given towards the end of the chapter. Recall from Definition 1.2 the notion of a strongly finitary category.

Lemma 4.3. Let $\mathcal{C}$ as above. There exists a directed set $I$ and a direct system $\mathcal{C}_{i}$ for $i \in I$ of strongly finitary full subcategories of $\mathcal{C}$ closed under subquotients such that $\mathcal{C}=\underset{\longrightarrow}{\lim }{ }_{i \in I} \mathcal{C}_{i}$.

Let $S, T$ be simple objects of $\mathcal{C}$. Then

$$
\underset{i \in I}{\lim _{\vec{~}}} \operatorname{Ext}_{\mathcal{C}_{i}}^{1}(S, T)=\operatorname{Ext}_{\mathcal{C}}^{1}(S, T)
$$

with injective transition maps. Moreover,

$$
{\underset{i \rightarrow I}{\lim }}^{\operatorname{Ext}_{\mathcal{C}_{i}}^{2}}(S, T)=0 .
$$

Proof. Recall that for an object $M$ in $\mathcal{C}$, we denote by $\langle M\rangle$ the full abelian subcategory of $\mathcal{C}$ containing $M$ and closed under subquotients. Its objects are the subquotients of $M^{n}$ for all $n \geq 1$. They form a set. The system is directed because both $\langle M\rangle$ and $\left\langle M^{\prime}\right\rangle$ are contained in $\left\langle M \oplus M^{\prime}\right\rangle$. Each $\mathcal{C}_{i}$ has only finitely many simple objects (up to isomorphism) because all objects of $\mathcal{C}$ have finite length. All Hom-groups are finite dimensional because this holds in $\mathcal{C}$. By Corollary 1.3 this makes $\mathcal{C}_{i}$ strongly finitary. By Proposition 1.1 its Ext ${ }^{1}$ 's are finite dimensional.

We spell out the details of the proof for Ext ${ }^{2}$. The proof of the statement on $\mathrm{Ext}^{1}$ is analogous. As $\mathcal{C}$ is hereditary, its Ext ${ }^{2}$ s vanish. On the other hand, we can compute via the limit. Each element of $\underset{\underline{\longrightarrow}}{\lim } \operatorname{Ext}_{\mathcal{C}_{i}}^{2}(S, T)$ is represented by an exact sequence

$$
0 \rightarrow T \rightarrow X_{2} \rightarrow X_{1} \rightarrow S \rightarrow 0
$$

in $\mathcal{C}_{i}$ for some $i \in I$. As $\mathcal{C}$ is hereditary, the sequence is trivial in $\mathcal{C}$. Hence there is a commutative diagram of exact sequences in $\mathcal{C}$

and a retraction $Y_{2} \rightarrow T$. All this data lives in $\mathcal{C}_{j}$ for some $j \geq i$.
Proposition 4.4. Let $\mathcal{C}$ be as above, $\mathcal{B} \subset \mathcal{C}$ a strongly finitary full subcategory closed under subquotients. Then $\mathcal{B}$ is equivalent to the category of representations of a $k$-algebra $k \mathcal{S} / \mathcal{I}$ where $\mathcal{S}$ is the species of $\mathcal{B}$ with semisimple quotient $K$ and $\mathcal{I}$ a finite dimensional two-sided ideal generated by $D \operatorname{Ext}_{\mathcal{B}}^{2}(K, K)$.

The ideal $\mathcal{I}$ and the inclusion of $D \operatorname{Ext}_{\mathcal{B}}^{2}(K, K)$ into $\mathcal{I}$ can be chosen functorially in $\mathcal{B}$.

Proof. See Appendix A.
From now on we fix functorial choices as in the proposition. In order to prove the theorem, we need to show that the hereditary category $k \mathcal{S}_{\mathcal{B}}$-mod can be realised as a subcategory of $\mathcal{C}$.

Lemma 4.5. For each strongly finitary full subcategory $\mathcal{B} \subset \mathcal{C}$ closed under subquotients there exists a strongly finitary $\mathcal{B} \subset \mathcal{B}^{\prime} \subset \mathcal{C}$ closed under subquotients such that the map

$$
k \mathcal{S}_{\mathcal{B}^{\prime}} / \mathcal{I}^{\prime} \rightarrow k \mathcal{S}_{\mathcal{B}} / \mathcal{I}
$$

factors via $k \mathcal{S}_{\mathcal{B}}$.
The category $k \mathcal{S}_{\mathcal{B}}$-mod is isomorphic to a full subcategory of $\mathcal{B}^{\prime}$.
Proof. Let $I$ be the direct system of full strongly finitary subcategories $\mathcal{B}_{i} \subset$ $\mathcal{C}$ closed under subquotients exhausting $\mathcal{C}$. We write $H_{i}=k \mathcal{S}_{i}$ for the path algebra of the species for $\mathcal{B}_{i}$. It is finite dimensional because $\mathcal{S}_{i}$ is cycle free. Let $K_{i}=H_{i} / \operatorname{rad}\left(H_{i}\right)$. We consider

$$
\begin{equation*}
0 \rightarrow \mathcal{I}_{i} \rightarrow H_{i} \rightarrow H_{i} / \mathcal{I}_{i} \rightarrow 0 \tag{42}
\end{equation*}
$$

such that $\mathcal{B}_{i} \cong H_{i} / \mathcal{I}_{i}$-mod. Moreover, the ideal $\mathcal{I}_{i}$ is generated by the image of $D \operatorname{Ext}_{\mathcal{B}_{i}}^{2}\left(K_{i}, K_{i}\right)$. Note that the transition map $H_{j} \rightarrow H_{i}$ is an epimorphism whenever $j \geq i$ by Remark 1.20.

Recall that $\operatorname{Ext}_{\mathcal{B}_{i}}^{2}$ is finite-dimensional and $\underset{\longrightarrow}{\lim } \operatorname{Ext}_{\mathcal{B}_{i}}^{2}$ vanishes by Lemma 4.3. Hence for all $i$ and simple objects $S, T$ of $\overrightarrow{\mathcal{B}_{i}}$, there is $j \geq i$ such that the image of $\operatorname{Ext}_{\mathcal{B}_{i}}^{2}(S, T)$ in $\operatorname{Ext}_{\mathcal{B}_{j}}^{2}(S, T)$ vanishes. As there are only finite many simple objects in $\mathcal{B}_{i}$, the index $j$ can be chosen for all $S, T$ in $\mathcal{B}_{i}$ simultanuously. The direct system $\operatorname{Ext}_{\mathcal{B}_{i}}^{2}\left(K_{i}, K_{i}\right)$ is ML-zero. This makes the dual projective system $D \operatorname{Ext}_{\mathcal{B}_{i}}^{2}\left(K_{i}, K_{i}\right)$ AR-zero. In turn this implies that the system $\left(\mathcal{I}_{i}\right)_{i \in I}$ is AR-zero. From this we get for each $i$ an index $j \geq i$ such that

$$
H_{j} \rightarrow H_{i}
$$

factors via $H_{j} / \mathcal{I}_{j}$ and

$$
H_{j} / \mathcal{I}_{j} \rightarrow H_{i} / \mathcal{I}_{i}
$$

factors via $H_{i}$. For $\mathcal{B}=\mathcal{B}_{i}$ and setting $\mathcal{B}^{\prime}=\mathcal{B}_{j}$ this was the claim.
The factorisation $k \mathcal{S}_{\mathcal{B}^{\prime}} / \mathcal{I}^{\prime} \rightarrow k \mathcal{S}_{\mathcal{B}} \rightarrow k \mathcal{S}_{\mathcal{B}} / \mathcal{I}$ makes $k \mathcal{S}_{\mathcal{B}}$ an object of $k \mathcal{S}_{\mathcal{B}}, / \mathcal{I}^{\prime}$-mod, and hence an object $X$ of $\mathcal{B}^{\prime}$. The category $\langle X\rangle$ is equivalent to $k \mathcal{S}_{\mathcal{B}}$-mod.

Remark 4.6. All terms of the short exact sequence (42) are finite dimensional. This make $\mathrm{lim}_{\longleftarrow}$ exact. The argument in the proof shows that

The algebra $H$ is pseudo-compact in the sense of [Gab62]. We find $\mathcal{C}$ as the category of its discrete representations.

Proof of Theorem 4.2. By Lemma 4.3, the subcategory $\mathcal{B}$ is a limit of full strongly finitary subcategories $\mathcal{B}_{i}$ closed under subquotients. If the theorem holds for all $\mathcal{B}_{i}$, then we may put $\mathcal{B}^{\text {sat }}=\underset{\rightarrow}{\lim } \mathcal{B}_{i}^{\text {sat }}$. It has the required properties because Ext ${ }^{n}$ commutes with the direct limit.

Hence it suffices to consider the case $\mathcal{B}=\langle M\rangle$ for an object $M \in \mathcal{C}$. It is the category of $H / \mathcal{I}$-modules with $H=k \mathcal{S}$ hereditary and $\mathcal{I}$ admissible. We define $\mathcal{B}^{\text {sat }}$ as the category of f.g. $H$-modules. By Lemma 4.5 it is equivalent to a full subcategory of $\mathcal{C}$. By construction it satisfies (1) (same simple objects) and (2) (same Ext ${ }^{1}$ ) of the Theorem.

Let $\mathcal{B}^{\prime}$ be the category defined by (3) of Theorem 4.2. It is the maximal subcategory of $\mathcal{C}$ with properties (1) and (2). Hence it contains $\mathcal{B}^{\text {sat }}$. The category $\mathcal{B}^{\prime}$ has the same species as $\mathcal{B}$, hence its saturation is $\mathcal{B}^{\text {sat }}$. Together this implies $\mathcal{B}^{\prime}=\mathcal{B}^{\text {sat }}$.

The above proof gives the following explicit description of the saturation:
Corollary 4.7. Let $\mathcal{C}$ be as above. If $\mathcal{B}=\langle M\rangle \subset \mathcal{C}$ is generated by a single object, then so is $\mathcal{B}^{\text {sat }}$. The saturation is equivalent to the category $k \mathcal{S}$-mod where $\mathcal{S}$ is the species of $\mathcal{B}$.
Corollary 4.8. Let $S_{1}, \ldots, S_{n}$ be simple objects of $\mathcal{C}$ and for each $i \neq j$ fix a finite dimensional subspace $V_{i j} \subset \operatorname{Ext}_{\mathcal{C}}^{1}\left(S_{i}, S_{j}\right)$ which is an $\operatorname{End}\left(S_{i}\right)-$ $\operatorname{End}\left(S_{j}\right)$-sub-bimodule. Then there is a hereditary category $\mathcal{B} \subset \mathcal{C}$ with these simple objects and $V_{i j}=\operatorname{Ext}_{\mathcal{B}}^{1}\left(S_{i}, S_{j}\right)$. It is given by the full subcategory of objects $X$ such that all subquotients of $X$ of length 2 which are extensions of the simple objects $S_{i}$ and $S_{j}$ are in $V_{i j}$.
Proof. We pick $k$-bases of the $V_{i j}$ and for each basis element an object of $\mathcal{C}$ representing the extension. Let $M$ be the direct sum of all these objects and $\mathcal{B}$ the saturation of $\langle M\rangle$ in $\mathcal{C}$. It is hereditary and has the right Ext ${ }^{1}$. The explicit description follows from the explicit description of the saturation.

Remark 4.9. A similar process is applied by Deligne and Goncharov [DG05] in order to define mixed Tate motives over the ring integers as a full subcategory of all mixed Tate motives over a number field. They use Tannakian methods instead. We will come back to this point in Chapter 7.

## 5. Periods of motives

We introduce the period space of a motive and formulate dimension formulas for them. They are sharp in the cases where the period conjecture is known and upper bounds in general. For a more complete introduction, we refer to the survey article [Hub20].

We fix an embedding $\overline{\mathbb{Q}} \rightarrow \mathbb{C}$. Let $\mathcal{M} \mathcal{M}$ be a $\mathbb{Q}$-linear category of mixed motives over $\overline{\mathbb{Q}}$. To fix ideas we can choose it as a (not necessarily full) subcategory of Nori's category of mixed motives, see [HMS17]. We assume that $\mathcal{M M}$ is hereditary. The assumption will be satisfied in the two explicit cases that we treat in the next chapters. It is conjectured in general for motives over fields contained in $\overline{\mathbb{Q}}$.

Motives are supposed to capture homological properties of the category of algebraic varieties over $\overline{\mathbb{Q}}$ (in our case). We are interested in two such theories.

Let

$$
\begin{gathered}
H_{\text {sing }}: \mathcal{M} \mathcal{M} \rightarrow \mathbb{Q}-\bmod , \\
H_{\mathrm{dR}}: \mathcal{M} \mathcal{M} \rightarrow \overline{\mathbb{Q}}-\bmod
\end{gathered}
$$

be the singular and de Rham realisation, respectively. The functors are $\mathbb{Q}$-linear, faithful and exact. Moreover, there is functorial isomorphism

$$
\begin{equation*}
\pi: H_{\text {sing }} \otimes \mathbb{Q}^{\mathbb{C} \cong H_{\mathrm{dR}} \otimes_{\overline{\mathbb{Q}}} \mathbb{C} . . . . . . . .} \tag{43}
\end{equation*}
$$

For the constructions we refer to [HMS17]. For our purposes it suffices to use them as a black box.

Lemma 5.1. The $\mathbb{Q}$-linear category $\mathcal{M} \mathcal{M}$ satisfies the assumptions of SetUp 4.1.
Proof. Conditions (1) and (2) hold because the category $\mathcal{M} \mathcal{M}$ has an exact faithful functor $H_{\text {sing }}$ to the category finite dimensional vector spaces $\mathbb{Q}$-mod, which satisfies the properties (1) and (2). Every motive carries a canonical weight filtration, see [HMS17, Chapter 10]. If $S, S^{\prime}$ are simple of weights $w, w^{\prime} \in \mathbb{Z}$, respectively, then the weight filtration splits every element of $\operatorname{Ext}_{\mathcal{M} \mathcal{M}}^{1}\left(S, S^{\prime}\right)=0$ unless $w>w^{\prime}$. This is the partial order required in (3).

Definition 5.2. Let $M \in \mathcal{M} \mathcal{M}$. The period space of $M$ is the $\overline{\mathbb{Q}}$-vector space $\mathcal{P}\langle M\rangle$ generated by the entries of a matrix for the isomorphism $\pi$ in Equation (43) in a $\mathbb{Q}$ - and $\overline{\mathbb{Q}}$-basis, respectively. Its elements are called periods of $M$.

Note that the vector space is independent of the choice of bases. Transcendence theory asks about linear or algebraic relations between elements of period spaces. The period conjecture says qualitatively that all such relations are induced from a small set of obvious relations, indeed from functoriality of motives. We have the language to make this more precise.
Definition 5.3. Let $M \in \mathcal{M}$. The Nori algebra $A(M)$ is defined as the ring of endomorphisms of the functor

$$
H_{\text {sing }}:\langle M\rangle \rightarrow \mathbb{Q} \text {-mod } .
$$

The algebra $A(M)$ is finite dimensional over $\mathbb{Q}$. By construction $H_{\text {sing }}$ can be understood as a functor to $A(M)$-mod. Nori proved, see also [HMS17, Section 7.3] that $\langle M\rangle$ is equivalent to the category of $A(M)$-modules via this functor.
Definition/Theorem 5.4 ([Hub20]). The period conjecture holds for $M$ if and only if

$$
\operatorname{dim}_{\mathbb{Q}} A(M)=\operatorname{dim}_{\overline{\mathbb{Q}}} \mathcal{P}\langle M\rangle .
$$

In our context, we use this as a definition, but it is actually a theorem that the statement is equivalent to the Nori-Kontsevich formulation of the period conjecture.

We now turn to a quantitative version of the conjecture where we give a formula for $\operatorname{dim}_{\overline{\mathbb{Q}}} \mathcal{P}\langle M\rangle$.

Notation 5.5. Fix $M \in \mathcal{M} \mathcal{M}$. Let $M_{1}, \ldots, M_{n}$ be the simple objects of $\langle M\rangle$. We denote

- $D_{i}=\operatorname{End}_{\mathcal{M} \mathcal{M}}\left(M_{i}\right)$ a skew field of $\mathbb{Q}$-dimension $d_{i}$;
- $m_{i}=\operatorname{dim}_{D_{i}} H_{\text {sing }}\left(M_{i}\right)$;
- $\mathcal{S}=\left(\left(D_{i}\right)_{i},\left({ }_{i} E_{j}\right)_{i j}\right)$ the species of $\langle M\rangle$ with vertices $1, \ldots, n$, see Definition 1.19;
- for a path $\gamma: s \rightsquigarrow s^{\prime}$ in $\mathcal{S}$ let $E(\gamma)$ be the tensor product of the $D \operatorname{Ext}_{\langle M\rangle}^{1}\left(M_{\gamma(t)}, M_{\gamma(t+1)}\right)$ along the path, see Definition 1.16.

Lemma 5.6. The simple object $M_{i}$ contributes with multiplicity $m_{i}$ (in the sense of Section 3.1) to $A(M)$.

Proof. As mentioned above, $A(M)$ is defined as the endomorphisms of the functor

$$
H_{\text {sing }}:\langle M\rangle \rightarrow \mathbb{Q} \text {-mod }
$$

The functor tautologically takes values in the $A(M)$-mod. It is an equivalence of categories. This implies

$$
H_{\text {sing }}(X)=\operatorname{Hom}_{A(M)}\left(A(M), H_{\text {sing }}(X)\right)
$$

for all $X \in\langle M\rangle$. By Equation (10) of Section 1.3 we decompose

$$
A(M)=\bigoplus P_{j}^{m_{j}}
$$

where $P_{j}$ is the projective cover of the simple object $H_{\mathrm{sing}}\left(M_{j}\right)$. This implies

$$
\begin{aligned}
& H_{\text {sing }}\left(M_{i}\right)=\operatorname{Hom}_{A(M)}\left(\bigoplus P_{j}^{m_{j}}, H_{\text {sing }}\left(M_{i}\right)\right) \\
& =\operatorname{Hom}_{A(M)}\left(P_{i}^{m_{i}}, H_{\text {sing }}\left(M_{i}\right)\right)=\operatorname{End}_{A(M)}\left(H_{\text {sing }}\left(M_{i}\right)\right)^{m_{i}} \\
& =\operatorname{End}_{\langle M\rangle}\left(M_{i}\right)^{m_{i}}
\end{aligned}
$$

and hence

$$
\operatorname{dim}_{\mathbb{Q}} H_{\text {sing }}\left(M_{i}\right)=m_{i} d_{i}
$$

agrees with the characterisation of $m_{i}$ above.
Theorem 5.7 (Dimension formula). Let $M \in \mathcal{M M}$ and consider $\langle M\rangle$. Let $A(M)$ be the Nori algebra. Then there is $M^{\mathrm{sat}} \in \mathcal{M} \mathcal{M}$ such that $\left\langle M^{\mathrm{sat}}\right\rangle=$ $\langle M\rangle^{\text {sat }}$ is the hereditary closure of $\langle M\rangle$. Using Notation 5.5 we have

$$
\operatorname{dim}_{\mathbb{Q}} A(M) \leq \operatorname{dim}_{\mathbb{Q}} A\left(M^{\mathrm{sat}}\right)=\sum_{i=1}^{n} m_{i}^{2} d_{i}+\sum_{i, j=1}^{n} \sum_{\gamma: i \rightsquigarrow j} m_{i} m_{j} \operatorname{dim}_{\mathbb{Q}} E(\gamma)
$$

(where the sum is taken over all paths $\gamma$ of positive length in $\mathcal{S}$ ) and

$$
\operatorname{dim}_{\mathbb{Q}} E(\gamma)=\frac{\prod_{w \text { on } \gamma} \operatorname{dim}_{\mathbb{Q} w} E_{v}}{\prod_{v \in \dot{\gamma}}^{\circ} d_{v}}
$$

(where $\stackrel{\circ}{\gamma}$ is the set of vertices on the path which are different from the end points).

We have equality if and only if $\langle M\rangle$ is hereditary.

Proof. By Lemma 5.1, we can apply the results of Chapter 4. The existence of $M^{\text {sat }}$ is Corollary 4.7. We have $\langle M\rangle \subset\left\langle M^{\text {sat }}\right\rangle$ and hence (or by construction) $A\left(M^{\text {sat }}\right) \rightarrow A(M)$. Their dimension agree precisely if $A(M)$ is hereditary.

The dimension formula is the one of Proposition 3.2. All terms match up. The first sum collects the paths of length zero (i.e., the vertices). The second sum collects the paths of positive length.
Remark 5.8. (1) This confirms the expectation of Nesa in [Nes22, Expectation 3.4.3], who considered the case of an extension of two simple objects.
(2) Proposition 3.2 gives the same estimate without mentioning $M^{\text {sat }}$.
(3) The estimates of Corollary 3.5 can be used to sharpen the estimates in the non-hereditary case.
Remark 5.9. We explain the relation with Brown's algorithmic approach in [Bro17] that applies in special cases but does not produce explicit dimension formulae. He takes the Tannakian point of view, which has been prominent in most of the literature linking motives and the Period Conjecture. (The relation to our formulation is, for example, spelled out in [Hub20].) The motivic Galois group $G_{\text {mot }}(M)$ of $M$ is the Tannakian dual of the rigid tensor category $\langle M\rangle^{\otimes}$ generated by $M$. It is an algebraic group over $\mathbb{Q}$. The Period Conjecture relates the Hopf algebra $\mathcal{O}\left(G_{\text {mot }}(M)\right)$ to the algebra generated by the periods of $M$. The coalgebra $D A(M)$ dual to our $A(M)$ agrees with the subspace of matrix coefficients of $\mathcal{O}\left(G_{\text {mot }}(M)\right)$, see [Nes22, Proposition 4.2.2].

Under the assumption that $\langle M\rangle^{\otimes}$ is hereditary, Brown explains an algorithm to describe the linear relations between the elements of the Hopf algebra of the unipotent radical of $G_{\text {mot }}(M)$ in terms of the coradical filtration. It remains open how to combine this with information on the reductive quotient. In fact, the examples of Nesa in [Nes22, Chapter 5] illustrate that the linear spaces of periods are not well-behaved under the decomposition of the algebraic group into unipotent radical and reductive quotient.

## 6. Periods of 1-motives

In this section we specialise our considerations to $\mathcal{M M}=1-$ Mot $_{\overline{\mathbb{Q}}}$, the category of iso-1-motives over $\overline{\mathbb{Q}}$; see Section 6.1 for a more detailed description. This improves and clarifies the partial results of [HW22, Part Four], which were formulated in ad hoc terms specific to the situation.

We will only recall those facts about 1-motives that are needed to apply our dimension formulas. This category was introduced by Deligne in [Del74] in order to capture the homological properties of algebraic varieties in homological degree 1. Actually, their periods (also called 1-periods) are the same as the periods of curves, see [HW22, Summary 12.11].

The category is $\mathbb{Q}$-linear, abelian and hereditary by [Org04, Prop. 3.2.4]. The weight filtration on $1-\mathrm{Mot}_{\overline{\mathbb{Q}}}$ is concentrated in degrees $-2,-1,0$. This implies that the paths in the (infinite) quiver of the species of 1 -Mot ${ }_{\bar{Q}}$ have length at most 2 . As before, we write $\langle M\rangle$ for the full subcategory of $1-$ Mot $_{\overline{\mathbb{Q}}}$ closed under subquotients and containing $M$. We denote its Nori
algebra $A(M)$, see Definition 5.3. As pointed out above,

$$
\langle M\rangle \cong A(M)-\bmod
$$

Theorem 6.1. Let $M \in 1-\operatorname{Mot}_{\overline{\mathbb{Q}}}$. Let $M^{\text {ss }}$ be the sum of the simple subquotients of $M$ without multiplicities. Then $\langle M\rangle$ has global dimension at most 2. It is equivalent to the category of finite dimensional modules over the finite dimensional $\mathbb{Q}$-algebra $B / \mathcal{I}$

$$
\langle M\rangle \cong B / \mathcal{I}-\bmod
$$

where $B$ is the tensor algebra of $E:=D \operatorname{Ext}_{\langle M\rangle}^{1}\left(M^{s s}, M^{s s}\right)$ over $\operatorname{End}\left(M^{s s}\right)$

$$
B=\operatorname{End}\left(M^{s s}\right) \oplus E \oplus E \otimes_{\operatorname{End}\left(M^{s s}\right)} E
$$

and

$$
\mathcal{I} \cong D \operatorname{Ext}_{\langle M\rangle}^{2}\left(M^{s s}, M^{s s}\right) .
$$

Moreover, $B / \mathcal{I}$ is the basic algebra attached to $A(M)$.
Proof. We combine Proposition 1.21 with Theorem 2.11. As the maximal length of a path in the species is 2 , we have $\mathfrak{r}^{3}=0$, so Corollary 2.14 applies. The algebra $A(M)$ and $B / \mathcal{I}$ are Morita-equvialent and $B / \mathcal{I}$ is basic.

In keeping with the notation of [Del74] and [HW22], we write

$$
\begin{gathered}
V_{\text {sing }}: 1-\operatorname{Mot}_{\overline{\mathbb{Q}}} \rightarrow \mathbb{Q}-\bmod , \\
V_{\mathrm{dR}}: 1-\operatorname{Mot}_{\overline{\mathbb{Q}}} \rightarrow \overline{\mathbb{Q}}-\bmod
\end{gathered}
$$

instead of $\left.H_{\text {sing }}\right|_{1-\text { Mot }_{\bar{\top}}}$ and $\left.H_{\mathrm{dR}}\right|_{1-\mathrm{Mot}_{\overline{\mathbb{C}}}}$ for the singular and de Rham realisation, respectively. Moreover, there is a functorial isomorphism

$$
V_{\text {sing }} \otimes_{\mathbb{Q}} \mathbb{C} \cong V_{\mathrm{dR}} \otimes_{\overline{\mathbb{Q}}} \mathbb{C} .
$$

We refer to [HW22, Section 8.1] for details. For $M \in 1-$ Mot $_{\overline{\mathbb{W}}}$, we denote $\mathcal{P}\langle M\rangle$ its period space, see Definition 5.2. The main result of [HW22] shows the period conjecture in this case.

Theorem 6.2 (Huber-Wüstholz, [HW22, Theorem 13.3]). The period conjecture holds for all objects of $1-\mathrm{Mot}_{\overline{\mathbb{Q}}}$, i.e.

$$
\operatorname{dim}_{\mathbb{Q}} A(M)=\operatorname{dim}_{\overline{\mathbb{Q}}} \mathcal{P}\langle M\rangle
$$

for all $M \in 1-$ Mot $_{\overline{\mathbb{Q}}}$.
6.1. The category of 1 -motives. We now describe the category 1 -Mot $_{\overline{\mathbb{Q}}}$ in more detail. Objects are complexes of abelian group schemes over $\overline{\mathbb{Q}}$ of the form

$$
M=[L \xrightarrow{f} G]
$$

where $G$ is a semi-abelian variety over $\overline{\mathbb{Q}}$ (i.e., an extension $0 \rightarrow T \rightarrow G \rightarrow$ $A \rightarrow 0$ of an abelian variety $A$ by a torus $\left.T \cong \mathbb{G}_{m}^{r} \cong\left(\overline{\mathbb{Q}}^{*}\right)^{r}\right), L \cong \mathbb{Z}^{s}$ a finitely generated free abelian group, and $f$ a group homomorphism. Morphisms are morphisms of complexes of abelian group schemes tensored with $\mathbb{Q}$. So they are given by compatible pairs $\left(\phi_{L}, \phi_{G}\right)$ where $\phi_{L}$ is a homomorphism of abelian groups and $\phi_{G}$ a morphism of algebraic groups.

There are three types of simple objects:
(1) $\mathbb{Q}(0):=[\mathbb{Z} \rightarrow 0]$, pure of weight 0 and with field of endomorphisms $D(\mathbb{Q}(0))=\mathbb{Q}$, singular realisation $V_{\text {sing }}(\mathbb{Q}(0))=\mathbb{Q}$ and multiplicity

$$
m_{0}=\operatorname{dim}_{\mathbb{Q}} V_{\text {sing }}(\mathbb{Q}(0))=1 ;
$$

(2) $\mathbb{Q}(1):=\left[0 \rightarrow \mathbb{G}_{m}\right]$, pure of weight -2 and with field of endomorphisms $D(\mathbb{Q}(1))=\mathbb{Q}$, singular realisation $V_{\text {sing }}(\mathbb{Q}(1))=\mathbb{Q}$ and multiplicity

$$
m_{1}=\operatorname{dim}_{\mathbb{Q}} V_{\text {sing }}(\mathbb{Q}(1))=1 ;
$$

(3) $\underline{A}:=[0 \rightarrow A]$ for a simple abelian variety $A$ of dimension $g_{A}$, pure of weight -1 with a skew field $D(\underline{A})$ of endomorphisms of $\mathbb{Q}$-dimension $d_{A}$, singular realisation $V_{\operatorname{sing}}(\underline{A})=H_{1}(A, \mathbb{Q})$ of $\mathbb{Q}$-dimension $2 g_{A}$ and hence multiplicity

$$
m_{A}=\operatorname{dim}_{D(\underline{A})} V_{\operatorname{sing}}(\underline{A})=2 g_{A} / d_{A} .
$$

Remark 6.3. We have $D(\underline{A})=\operatorname{End}(A) \otimes \mathbb{Q}$. A common notation for this algebra in the theory of abelian varieties is $E^{0}(A)$. In [HW22], its dimension was denoted $e_{A}$ instead of $d_{A}$.
Example 6.4. For every $\alpha \in \overline{\mathbb{Q}}^{*}$, we have the Kummer motive $M(\alpha)=$ $\left[\mathbb{Z} \xrightarrow{1 \mapsto \alpha} \mathbb{G}_{m}\right]$. It is an extension

$$
0 \rightarrow \mathbb{Q}(1) \rightarrow M(\alpha) \rightarrow \mathbb{Q}(0) \rightarrow 0
$$

This construction defines the Kummer map

$$
\overline{\mathbb{Q}}^{*} \rightarrow \operatorname{Ext}_{1-\operatorname{Mot} \overline{\mathbb{Q}}}^{1}(\mathbb{Q}(0), \mathbb{Q}(1)) .
$$

It is an isomorphism after passing from the abelian group $\overline{\mathbb{Q}}^{*}$ to the $\mathbb{Q}$-vector space $\overline{\mathbb{Q}}^{*} \otimes_{\mathbb{Z}} \mathbb{Q}$.

The species of $\langle M(\alpha)\rangle$ consists of $D_{0}=D_{1}=\mathbb{Q}$ and ${ }_{0} E_{1}=D \mathbb{Q}[\alpha]$ (the dual of the $\mathbb{Q}$-subspace of $\overline{\mathbb{Q}}^{*} \otimes_{\mathbb{Z}} \mathbb{Q}$ generated by $\alpha \otimes 1$ ). The space $\mathbb{Q}[\alpha]$ is zero if and only if $\alpha$ is torsion, i.e., a root of unity. The path algebra of the species is the path algebra of the quiver with two vertices and a single edge (or no edge if $\alpha$ is a root of unity). It has dimension 3 (or 2, if $\alpha$ is a root of unity). There are no relations because the maximal length of a path is 1 .

The period space of $M(\alpha)$ is generated by 1 (the period of $\mathbb{Q}(0)), 2 \pi i$ (the period of $\mathbb{Q}(1))$ and $\log (\alpha)$. Theorem 6.2 says that $\mathcal{P}\langle M(\alpha)\rangle$ also has dimension 3 unless $\alpha$ is a root of unity. This means that $2 \pi i$ and $\log (\alpha)$ are transcendental (Lindemann's Theorem) and $\overline{\mathbb{Q}}$-linearly independent (GelfondSchneider).
Example 6.5. Let $\alpha_{1}, \ldots, \alpha_{n} \in \overline{\mathbb{Q}}^{*}$. We consider

$$
M=M\left(\alpha_{1}\right) \oplus \cdots \oplus M\left(\alpha_{n}\right)
$$

where $M\left(\alpha_{i}\right)$ is the Kummer motive of the preceding example. The species of $M$ has two vertices 0,1 with simple algebras $D_{0}=D_{1}=\mathbb{Q}$ and

$$
D\left({ }_{0} E_{1}\right)=\left\langle\alpha_{1} \otimes 1, \ldots, \alpha_{n} \otimes 1\right\rangle_{\mathbb{Q}} \subset \overline{\mathbb{Q}}^{*} \otimes_{\mathbb{Z}} \overline{\mathbb{Q}} .
$$

Its $\mathbb{Q}$-dimension is equal to the rank of the subgroup of $\overline{\mathbb{Q}}^{*}$ generated multiplicatively by $\alpha_{1}, \ldots, \alpha_{n}$. Hence the $\mathbb{Q}$-dimension of the path algebra is

$$
\delta=2+\operatorname{rk}\left\langle\alpha_{1}, \ldots, \alpha_{n}\right\rangle .
$$

Translated to periods this means that the $\overline{\mathbb{Q}}$-vector space

$$
\left\langle 1,2 \pi i, \log \left(\alpha_{1}\right), \ldots, \log \left(\alpha_{n}\right)\right\rangle_{\overline{\mathbb{Q}}} \subset \mathbb{C}
$$

has dimension $\delta$. This is Baker's Theorem.
6.2. Dimension formulas for 1 -motives. Given $M \in 1-\operatorname{Mot}_{\overline{\mathbb{Q}}}$, the quiver of the species of $\langle M\rangle$ is a subquiver of the following quiver:


As already discussed in [HW22, Chapter 16], the period space of $M$ decomposes into contributions from different constituents. Under the period conjecture, Theorem 6.2, this is precisely the decomposition of Theorem 5.7. The dictionary between [HW22, Chapter 16] and Definition 3.1 is as follows:

$$
\begin{array}{rlrl}
\delta_{\mathrm{alg}}(M) & =\delta(\mathbb{Q}(0)) & & \text { algebraic periods } \\
\delta_{2}(M) & =\sum_{A} m_{A}^{2} \delta(\underline{A}) & & \text { abelian periods of the second kind } \\
\delta_{\mathrm{Ta}}(M) & =\delta(\mathbb{Q}(1)) & & \text { Tate periods } \\
\delta_{3}(M) & =\sum_{A} m_{A} \delta(\underline{A} \mathbb{Q}(1)) & \text { 3rd kind wrt closed paths } \\
\delta_{\text {inc2 } 2}(M) & =\sum_{A} m_{A} \delta(\mathbb{Q}(0) \underline{A}) & \text { 2nd kind wrt non-cl. paths } \\
\delta_{\text {inc3 } 3}(M) & =\delta(\mathbb{Q}(0) \mathbb{Q}(1)) & \text { 3rd kind wrt non-cl. paths }
\end{array}
$$

where all sums are over the simple abelian subquotients of $M$, i.e., the vertices of weight -1 in the quiver. The names refer to the situation in which these periods appear "in nature". E.g., the periods of $\mathbb{Q}(0)$ are algebraic numbers; the periods of $\underline{A}$ can be represented as integrals of algebraic differential form of the second kind (all residues vanish) over closed paths on a smooth projective curve over $\overline{\mathbb{Q}}$. For a complete discussion see [HW22, Chapter 14].

Theorem 6.6. Let $M \in 1-\mathrm{Mot}_{\overline{\mathbb{Q}}}$ and $\underline{A_{1}}, \ldots, \underline{A_{n}}$ be the simple abelian subquotients of $M$ (without multiplicities). Then

$$
\operatorname{dim}_{\overline{\mathbb{Q}}} \mathcal{P}\langle M\rangle=\delta_{\mathrm{alg}}(M)+\delta_{2}(M)+\delta_{\mathrm{Ta}}(M)+\delta_{3}(M)+\delta_{\text {inc2 }}(M)+\delta_{\text {inc3 }}(M)
$$

where $\delta_{\mathrm{alg}}(M)$ and $\delta_{\mathrm{Ta}}(M)$ take the values 0 or 1 , depending on the vanishing or non-vanishing of the lattice part $L$ or the torus part $T$ of $M$, respectively.

## Moreover,

$$
\begin{aligned}
\delta_{2}(M) & =\sum_{i=1}^{n} 4 g_{A_{i}}^{2} / d_{A_{i}} \\
\delta_{3}(M) & =\sum_{i=1}^{n} 2 g_{A_{i}} \operatorname{dim}_{D\left(\underline{A_{i}}\right)} \operatorname{Ext}_{\langle M\rangle}^{1}\left(\underline{A_{i}}, \mathbb{Q}(1)\right) \\
\delta_{\text {inc2 }}(M) & \left.=\sum_{i=1}^{n} 2 g_{A_{i}} \operatorname{dim}_{D\left(\underline{A_{i}}\right)} \operatorname{Ext}_{\langle M\rangle}^{1}\right\rangle\left(\mathbb{Q}(0), \underline{A_{i}}\right) \\
\delta_{\text {inc3 } 3}(M) & =\operatorname{dim}_{\mathbb{Q}} \operatorname{Ext}_{\langle M\rangle}^{1}(\mathbb{Q}(0), \mathbb{Q}(1))-\operatorname{dim}_{\mathbb{Q}} \operatorname{Ext}_{\langle M\rangle}^{2}(\mathbb{Q}(0), \mathbb{Q}(1)) \\
& +\sum_{i=1}^{n} d_{A_{i}}\left(\operatorname{dim}_{D\left(A_{i}\right)} \operatorname{Ext}_{\langle M\rangle}^{1}\left(\mathbb{Q}(0) \underline{A_{i}}\right) \cdot \operatorname{dim}_{D\left(A_{i}\right)} \operatorname{Ext}_{\langle M\rangle}^{1}\left(\underline{A_{i}}, \mathbb{Q}(1)\right)\right)
\end{aligned}
$$

with all Ext-groups taken in $\langle M\rangle$. We have

$$
\begin{equation*}
\delta_{\mathrm{inc} 3}(M) \leq l t \tag{44}
\end{equation*}
$$

where $l$ is the rank of the lattice part of $M$ and $t$ is the dimension of the torus part of $M$.

Proof. By Theorem 6.2, we have to compute the dimension of the Nori algebra $A(M)$. It is not basic. By Lemma 5.6 and the computation at the beginning of Section 6.1 the vertex corresponding to the simple abelian variety $A_{i}$ appears with muliplicity $m_{A_{i}}=2 g_{A_{i}} / d_{A_{i}}$. The vertices corresponding to $\mathbb{Q}(0)$ and $\mathbb{Q}(1)$ appear with multiplicity 1.

We now apply Corollary 3.3 (the case of maximal path length at most 2) in terms of the dictionary explained above.

Note that

$$
\begin{aligned}
m_{A_{i}}^{2} \delta\left(\underline{A_{i}}\right) & =m_{A_{i}}^{2} d_{A_{i}}=\frac{\left(2 g_{A_{i}}\right)^{2}}{d_{A_{i}}}, \\
m_{A_{i}} \delta\left(\mathbb{Q}(0) \underline{A_{i}}\right) & =m_{A_{i}} \operatorname{dim}_{\mathbb{Q}} \operatorname{Ext}_{\langle M\rangle}^{1}\left(\mathbb{Q}(0), \underline{A_{i}}\right) \\
& =\frac{2 g_{A_{i}}}{d_{A_{i}}} d_{A_{i}} \operatorname{dim}_{D\left(A_{i}\right)} \operatorname{Ext}_{\langle M\rangle}^{1}\left(\mathbb{Q}(0), \underline{A_{i}}\right), \\
m_{A_{i}} \delta\left(\underline{A_{i}} \mathbb{Q}(1)\right) & =m_{A_{i}} \operatorname{dim}_{\mathbb{Q}} \operatorname{Ext}_{\langle M\rangle}^{1}\left(\underline{A_{i}}, \mathbb{Q}(1)\right) \\
& =\frac{2 g_{A_{i}}}{d_{A_{i}}} d_{A_{i}} \operatorname{dim}_{D\left(A_{i}\right)} \operatorname{Ext}_{\langle M\rangle}^{1}\left(\underline{A_{i}}, \mathbb{Q}(1)\right) .
\end{aligned}
$$

In computing the contribution of the path $\mathbb{Q}(0) \rightarrow \underline{A_{i}} \rightarrow \mathbb{Q}(1)$ to $\delta_{\text {inc3 }}(M)$ we use

$$
\begin{aligned}
\left.\operatorname{dim}_{\mathbb{Q}} D \operatorname{Ext}_{\langle M\rangle}^{1}\right\rangle & \left(\mathbb{Q}(0), \underline{A_{i}}\right) \otimes_{D\left(\underline{A_{i}}\right)} D \operatorname{Ext}_{\langle M\rangle}^{1}\left(\underline{A_{i}}, \mathbb{Q}(1)\right) \\
& =\frac{1}{d_{A_{i}}} \operatorname{dim}_{\mathbb{Q}}\left(D \operatorname{Ext}_{\langle M\rangle}^{1}\left(\mathbb{Q}(0), \underline{A_{i}}\right) \otimes_{\mathbb{Q}} D \operatorname{Ext}_{\langle M\rangle}^{1}\left(\underline{A_{i}}, \mathbb{Q}(1)\right)\right) \\
& =\frac{1}{d_{A_{i}}} \operatorname{dim}_{\mathbb{Q}} \operatorname{Ext}_{\langle M\rangle}^{1}\left(\mathbb{Q}(0), \underline{A_{i}}\right) \cdot \operatorname{dim}_{\mathbb{Q}} \operatorname{Ext}_{\langle M\rangle}^{1}\left(\underline{A_{i}}, \mathbb{Q}(1)\right) \\
& =d_{A_{i}} \operatorname{dim}_{D\left(\underline{A_{i}}\right)} \operatorname{Ext}_{\langle M\rangle}^{1}\left(\mathbb{Q}(0), \underline{A_{i}}\right) \cdot \operatorname{dim}_{D\left(\underline{A_{i}}\right)} \operatorname{Ext}_{\langle M\rangle}^{1}\left(\underline{A_{i}}, \mathbb{Q}(1)\right)
\end{aligned}
$$

For the upper bound, we apply Lemma 3.3 to $A=A(M)$, the module $V=V_{\text {sing }}(M)$ and the projectors corresponding to the simple objects $\mathbb{Q}(0)$ and $\mathbb{Q}(1)$ :

$$
\delta_{\mathrm{inc} 3}(M)=\operatorname{dim}_{\mathbb{Q}} e_{\mathbb{Q}(0)} A(M) e_{\mathbb{Q}(1)} \leq \operatorname{dim}_{\mathbb{Q}} e_{\mathbb{Q}(0)} V \cdot \operatorname{dim}_{\mathbb{Q}} e_{\mathbb{Q}(1)} V=l t .
$$

Example 6.7. We come back to the Kummer motive introduced in Example 6.4. Assume that $\alpha \in \overline{\mathbb{Q}}^{*}$ is not a root of unity. Then the non-vanishing contributions are

$$
\delta_{\mathrm{alg}}(M(\alpha))=\delta_{\mathrm{Ta}}(M(\alpha))=\delta_{\mathrm{inc} 3}(M(\alpha))=1
$$

for a total of

$$
\delta(M(\alpha))=3
$$

as before.
A non-hereditary example will be discussed in detail in Section 6.3.
Remark 6.8. We explain the relation of Theorem 6.6 to the dimension formula in [HW22].
(1) The main new insight is the formula for $\delta_{\mathrm{inc} 3}(M)$, the most complicated contribution.
(2) Nesa already established in [Nes22, Chapter 3], see also [Nes24, Section 3] that the "ranks" appearing in [HW22, Notation 15.2] have a more conceptual interpretation as the $D(\underline{A})$-dimension of $\mathrm{Ext}^{1}$ in $\langle M\rangle$. We recover his result.
(3) If $M$ is the sum of a saturated motive and Baker motive in the terminology of [HW22, Chapter 15], the category $\langle M\rangle$ is hereditary by [Hub22, Lemma 5.7], so the Ext ${ }^{2}$-contribution vanishes. We reproduce the formula in the saturated case, [HW22, Theorem 15.3]. This includes cases where not all types of vertices appear in the quiver. The connection between the hereditarity condition and the saturated case (and the description by the tensor algebra) is also shown by Hörmann in [Hör21].
(4) For general $M$, the hereditary closure of $\langle M\rangle$ (see Chapter 4) can be used in order to find an upper bound for the dimension of the period space. The existence of the hereditary closure is Theorem 4.2. It was also shown by hand in [HW22, Theorem 15.3. (2)]. The dimension estimate of [HW22, Theorem 15.3] is the same estimate as above. It omits the correction by $\operatorname{dim}_{\mathbb{Q}} \operatorname{Ext}^{2}(\mathbb{Q}(0), \mathbb{Q}(1))$.
(5) The upper bound for $\delta_{\text {inc3 }}(M)$ in Theorem 6.6 (44) is proved directly in [HW22, Corollary 17.2]. Chapter 17 of [HW22] gives an algorithm to determine the dimension of the contribution $\delta_{\mathrm{inc} 3}(M)$ in the general case. Our new description in terms of Ext ${ }^{2}$ provides a clean conceptual explanation.
6.3. A non-hereditary example. We use the construction of [HW22, Section 11.3]. Let $E$ be a CM-elliptic curve, so that $F:=D_{E}$ is a quadratic imaginary field extension of $\mathbb{Q}$. Let $G$ be an extension of $E$ by $\mathbb{G}_{m}$ which is not split, even up to isogeny. It corresponds to a non-torsion element $\chi$ of $E^{\vee}(\overline{\mathbb{Q}})$ (where $E^{\vee}$ is the dual abelian variety, isomorphic to $E$ in the

1-dimensional case). Let $\alpha \in G(\overline{\mathbb{Q}})$ such the image $\bar{\alpha}$ in $E(\overline{\mathbb{Q}})$ is not torsion. Let $M=[\mathbb{Z} \xrightarrow{1 \mapsto \alpha} G]$. Its periods are explicitly described in [HW22, Chapter 18] as elliptic integrals.

We apply our machine. The simple objects of $\langle M\rangle$ are $\mathbb{Q}(0), \mathbb{Q}(1)$ and $\underline{E}$. The species has $D_{0}=D_{1}=\mathbb{Q}$ and $F:=D_{\underline{E}}$ imaginary quadratic over $\mathbb{Q}$. All multiplicities are equal to 1 , so the algebra $A(M)$ is basic. By [Nes24, Prop. 3.8, Prop. 3.11] both

$$
\begin{aligned}
& \underline{E} E_{1}=D \operatorname{Ext}^{1}(\underline{E}, \mathbb{Q}(1)) \\
& { }_{0} E_{\underline{E}}=D \operatorname{Ext}^{1}(\mathbb{Q}(0), \underline{E})
\end{aligned}
$$

are of dimension 1 over $F$, so of dimension 2 over $\mathbb{Q}$. Let

$$
\tau=\operatorname{dim}_{\mathbb{Q} 1} E_{0}=\operatorname{Ext}_{\langle M\rangle}^{1}(\mathbb{Q}(0), \mathbb{Q}(1)) .
$$

(We will show that $\tau=0$ below.) By Theorem 6.6

$$
\begin{aligned}
\delta_{\mathrm{alg}}(M) & =\delta_{\mathrm{Ta}}(M)=1, \\
\delta_{2}(M) & =\delta_{3}(M)=\delta_{\mathrm{inc} 2}(M)=2, \\
\delta_{\mathrm{inc} 3}(M) & =2+\tau-\operatorname{dim}_{\mathbb{Q}} \operatorname{Ext}_{\langle M\rangle}^{2}(\mathbb{Q}(0), \mathbb{Q}(1)) .
\end{aligned}
$$

We have $l=t=1$ in $M$, hence we also have

$$
\delta_{\mathrm{inc} 3}(M) \leq 1 .
$$

Together this implies that the category is not hereditary.
We can be more precise. Let $\mathcal{S}_{M}$ be the species of $\langle M\rangle$. We have

$$
A(M) \cong \mathbb{Q} \mathcal{S}_{M} / \mathcal{I}
$$

for the admissible ideal $\mathcal{I} \cong D \operatorname{Ext}_{\langle M\rangle}^{2}(\mathbb{Q}(0), \mathbb{Q}(1))$. The base change of $\mathbb{Q} \mathcal{S}_{M}$ to $\overline{\mathbb{Q}}$ is the path algebra of the quiver considered in Example 1.6. The motive $M$ corresponds to the representation $V$ considered there. The ideal of relations is admissible. By Example 1.6, we have $\tau=0$ and $\operatorname{dim} \mathcal{I}=1$. This implies

$$
\operatorname{dim}_{\mathbb{Q}} \operatorname{Ext}_{\langle M\rangle}^{2}(\mathbb{Q}(0), \mathbb{Q}(1))=1
$$

and

$$
\delta_{\mathrm{inc} 3}(M)=1 .
$$

Remark 6.9. This is the same number obtained by Huber-Wüstholz by hand ([HW22, Section 11.3] or their algorithm for $\delta_{\text {inc3 }}(M)$ ([HW22, Example 17.16]).

We describe the non-trivial 2-extension. The quiver representation $V$ in Example 1.6 (for $\tau=0$ ) corresponds to the projective left module $(\overline{\mathbb{Q}} Q / \mathcal{I}) e_{1}$. This makes $M$ the projective cover of $\mathbb{Q}(0)$ in $\langle M\rangle$. The projective cover of $\underline{E}$ corresponds to the projective module $(\overline{\mathbb{Q}} Q / \mathcal{I})\left(e_{2}+e_{3}\right)$ in Example 1.6. It is the motive $G^{\text {sat }}$ where

$$
G^{\mathrm{sat}}=G \times_{E} \iota^{*} G
$$

with $F=\mathbb{Q}(\iota)$. Here $\iota^{*} G$ is the pull-back of $G$ along $\iota: E \rightarrow E$. Note that it is isomorphic to $G$ (via $\iota$ ) as a semi-abelian variety, but not as an extension of $E$. The character group of the torus part of $G^{\text {sat }}$ is $X\left(T^{\text {sat }}\right)=F \chi \subset E^{\vee}(\overline{\mathbb{Q}})_{\mathbb{Q}}$. The motive $\mathbb{Q}(1)$ is projective itself. It corresponds to the idempotent $e_{4}$ in Example 1.6.

Hence, the complex

$$
\mathbb{Q}(1) \xrightarrow{\delta} \underline{G^{\text {sat }}} \rightarrow M
$$

is a projective resolution of $\mathbb{Q}(0)$. This implies

$$
\operatorname{Ext}_{\langle M\rangle}^{2}(\mathbb{Q}(0), \mathbb{Q}(1))=\operatorname{Hom}_{\langle M\rangle}(\mathbb{Q}(1), \mathbb{Q}(1)) / \delta^{*} \operatorname{Hom}\left(\underline{G^{\text {sat }}}, \mathbb{Q}(1)\right) \cong \mathbb{Q} .
$$

The non-trivial 2-extension is

$$
0 \rightarrow \mathbb{Q}(1) \rightarrow \underline{G} \xrightarrow{f}[\mathbb{Z} \xrightarrow{1 \mapsto \bar{\alpha}} E] \rightarrow \mathbb{Q}(0) \rightarrow 0
$$

where

$$
f:[0 \rightarrow G] \rightarrow[0 \rightarrow E] \stackrel{\iota}{\rightarrow}[0 \rightarrow E] \hookrightarrow[\mathbb{Z} \rightarrow E]
$$

uses multiplication by $\iota \in F \backslash \mathbb{Q}$.
By Theorem 4.2, there is a minimal full hereditary category closed under subquotients $\langle M\rangle^{\text {sat }} \subset 1-$ Mot $_{\overline{\mathbb{Q}}}$ containing $M$. We want to describe it in our case. The category is equivalent to $\mathbb{Q} S_{M}$-mod. By Corollary 4.7 it is generated by an object $M^{\text {sat }}$, corresponding to $\mathbb{Q} \mathcal{S}_{M}$ as a module over itself. We already have computed the images of the idempotents modulo $\mathcal{I}$. This gives

$$
M^{\mathrm{sat}}=\mathbb{Q}(1) \oplus \underline{G^{\mathrm{sat}}} \oplus\left[\mathbb{Z} \xrightarrow{\phi} G^{\mathrm{sat}}\right]
$$

where $\phi(1)$ is induced by $\left(\alpha, \iota^{-1}(\alpha)\right) \in G \times \iota^{*}(G)$. (Note that they have the same image in $E$ under the structure maps of $G$ and $\iota^{*}(G)$.) Actually, the category $\langle M\rangle^{\text {sat }}$ is generated by $\left[\mathbb{Z} \rightarrow G^{\text {sat }}\right]$, the projective cover of $\mathbb{Q}(0)$ in the saturation, since $\mathbb{Q}(1)$ and $G^{\text {sat }}$ are subobjects.

Remark 6.10. This does not agree with the uncanonical construction of an object $M_{\text {sat }}$ in [HW22, Chapter 15]. We will denote it $M^{\mathrm{HW}}$ for distinction. Let us review $M^{\mathrm{HW}}$ in our example. It is of the form

$$
M^{\mathrm{HW}}=\left[\mathcal{O}_{F} \xrightarrow{\psi} G^{\mathrm{sat}}\right]
$$

with the same $G^{\text {sat }}$ as above and $\psi$ the $\mathcal{O}_{F}$-linear map mapping 1 to $(\alpha, \beta)$ for arbitrary $\beta \in \iota^{*}(G)$ in the preimage of $\bar{\alpha}$. The category $\left\langle M^{\mathrm{HW}}\right\rangle$ is indeed hereditary and contains $\langle M\rangle$. Hence

$$
\langle M\rangle^{\mathrm{sat}} \subset\left\langle M^{\mathrm{HW}}\right\rangle .
$$

The difference $\beta-\iota^{-1}(\alpha)$ defines an element in $\operatorname{Ext}_{\left\langle M^{\mathrm{HW}}\right\rangle}^{1}(\mathbb{Q}(0), \mathbb{Q}(1))$. It is not an extension in $\langle M\rangle^{\text {sat }}$ because

$$
\operatorname{Ext}_{\langle M\rangle^{\text {sat }}}^{1}(\mathbb{Q}(0), \mathbb{Q}(1))=\operatorname{Ext}_{\langle M\rangle}^{1}(\mathbb{Q}(0), \mathbb{Q}(1))=0 .
$$

Hence $\langle M\rangle^{\text {sat }} \subsetneq\left\langle M^{\mathrm{HW}}\right\rangle$ if $\beta \neq \iota^{-1}(\alpha)$.

## 7. Mixed Tate Motives

We apply our methods to periods of mixed Tate motives over a fixed number field $F$. This allows us to recover the dimension formulas of Deligne and Goncharov in [DG05], see Proposition 7.9.
7.1. The category. Levine constructed in [Lev93], see also [HK06], a $\mathbb{Q}$ linear abelian category $\mathrm{MTM}_{F}$ of mixed Tate motives over $F$ inside Voevodsky's triangulated category of geometric motives $\mathrm{DM}_{\mathrm{gm}}(F)$. Its simple objects are $\mathbb{Q}(i)$ for $i \in \mathbb{Z}$ with endomorphism ring $\mathbb{Q}$. The construction relies on the identification

$$
\begin{aligned}
\operatorname{Ext}_{\mathrm{MTM}_{F}}^{1} & (\mathbb{Q}(n), \mathbb{Q}(n+m)) \cong \operatorname{Ext}_{\mathrm{MTM}_{F}}^{1}(\mathbb{Q}, \mathbb{Q}(m)) \\
& \cong \operatorname{Hom}_{\mathrm{DM}_{\mathrm{gm}}(F)}(\mathbb{Q}, \mathbb{Q}(m)[1]) \cong K_{2 m-1}(F)_{\mathbb{Q}}^{(m)} \cong K_{2 m-1}(F)_{\mathbb{Q}}
\end{aligned}
$$

They vanish for $m \leq 0$. By [Bor74, Proposition 12.2] they are finite dimensional for $m \neq 1$. This induces a weight filtration. To be consistent with the general setting, $\mathbb{Q}(n)$ is given weight $-2 n$. The category is hereditary, again by Borel's computation. The assumptions of Section 4 are satisfied.

Note, moreover, that

$$
\operatorname{Ext}_{\mathrm{MTM}_{F}}^{1}(\mathbb{Q}(0), \mathbb{Q}(1)) \cong F_{\mathbb{Q}}^{*}:=F^{*} \otimes_{\mathbb{Z}} \mathbb{Q}
$$

Lemma 7.1. For any choice of a finite dimensional subvector space $V \subset F_{\mathbb{Q}}^{*}$ there is a maximal full abelian subcategory $\mathrm{MTM}_{F, V}$ of $\mathrm{MTM}_{F}$ with the same simple objects and such that

$$
\operatorname{Ext}_{\mathrm{MTM}_{F, V}}^{1}(\mathbb{Q}(0), \mathbb{Q}(m))= \begin{cases}\operatorname{Ext}_{\mathrm{MTM}_{F}}^{1}(\mathbb{Q}(0), \mathbb{Q}(m)) & m \neq 1 \\ V & m=1\end{cases}
$$

Its objects are the $X \in \mathrm{MTM}_{F}$ whose subquotients of length 2 (i.e., 1extensions of simple objects) are of the type prescribed by the above $\operatorname{Ext}^{1}$ 's. The category is hereditary.
Proof. We apply Corollary 4.8.
The same result was obtained by Deligne-Goncharov with Tannakian methods, see [DG05, Proposition 1.9].
Definition 7.2 ([DG05, Definition 1.6]). For every finite set $S$ of prime ideals, we define the category $\mathrm{MTM}_{\mathcal{O}_{F}\left[S^{-1}\right]}$ of mixed Tate motives over $\mathcal{O}_{F}\left[S^{-1}\right]$ as the category in the lemma for the choice $V=\mathcal{O}_{F}\left[S^{-1}\right]_{\mathbb{Q}}^{*} \subset F_{\mathbb{Q}}^{*}$.

We put

$$
d_{m}=\operatorname{dim}_{\mathbb{Q}} \operatorname{Ext}_{\mathrm{MTM}_{\mathcal{O}_{F}\left[S^{-1}\right]}^{1}}(\mathbb{Q}(0), \mathbb{Q}(m)) .
$$

The group $\mathcal{O}_{F}\left[S^{-1}\right]^{*}$ is finitely generated by Dirichlet's Unit Theorem. Hence all Hom- and Ext-groups are finite dimensional in these categories. There is a faithful exact functor $\omega$ determined by mapping each $\mathbb{Q}(n)$ to $\mathbb{Q}$. It turns out that $\omega$ is also given by the singular realisation used in earlier chapters.
Definition 7.3. Let $\mathrm{MTM}_{\mathcal{O}_{F}\left[S^{-1}\right]}^{[0, n]}$ be the full subcategory closed under extensions containing $\mathbb{Q}(0), \ldots, \mathbb{Q}(n)$. Let

$$
B_{n}=\operatorname{End}\left(\left.\omega\right|_{\mathrm{MTM}_{\mathcal{O}_{F}\left[S^{-1}\right]}^{[0, n]}}\right) .
$$

This category is still hereditary. By Lemma 5.6 each $\mathbb{Q}(n)$ has multiplicity 1 and endomorphism algebra $\mathbb{Q}$. Recall the notion of species and its path algebra from Section 1.4.

Proposition 7.4. The category $\mathrm{MTM}_{\mathcal{O}_{F}\left[S^{-1}\right]}^{[0, n]}$ is equivalent to the category $B_{n}$-mod.

The algebra $B_{n}$ is basic and hereditary. It is the path algebra of the species $\mathcal{S}_{n}$ with

- vertices $0, \ldots, n$,
- division ring $D_{i}=\mathbb{Q}$ for $i=0, \ldots, n$, and
- ${ }_{j} E_{i} \cong D \operatorname{Ext}^{1}(\mathbb{Q}(j), \mathbb{Q}(i))$.

In other words, $B_{n}$ is the path algebra of the quiver with vertices $0, \ldots, n$ and $d_{j-i}$ many edges from $i$ to $j$.

Proof. The first statement is due to Nori, see also [HMS17, Section 7.3].
The algebra is basic because the multiplicities are 1. It is hereditary because $\mathrm{MTM}_{\mathcal{O}_{F}\left[S^{-1}\right]}^{[0, n]}$ is. It is isomorphic to the path algebra of the species by the hereditary case of Proposition 1.21.

The identification of the path algebra of the species and the path algebra of a quiver with multiple edges is Example 1.18.

Deligne and Goncharov identified the periods of motives in $\mathrm{MTM}_{\mathcal{O}_{F}\left[{ }^{\left[S^{-1}\right]}\right.}^{[0, n]}$ with multiple zeta values. The following observation is our formulation of the key insight of [DG05]:

## Corollary 7.5.

$$
\operatorname{dim}_{\overline{\mathbb{Q}}} \mathcal{P}\left(\mathrm{MTM}_{\mathcal{O}_{F}\left[S^{-1}\right]}^{[0, n]}\right) \leq \operatorname{dim}_{\mathbb{Q}} B_{n}
$$

The period conjecture for mixed Tate motives over $\mathcal{O}_{F}\left[S^{-1}\right]$ is equivalent to equality for all $n$.

Proof. In the language of [Hub20]: The space of periods is a quotient of the space formal periods. The latter has the same dimension as $B_{n}$. The consequence for the period conjecture is [Hub20, Proposition 5.7].

Remark 7.6. An alternative description of $B_{n}$ appears in the work of Goncharov. In [Gon05] he introduces a space $A_{m}$ of framed mixed Tate motives; they correspond to (equivalence classes of) objects in $\mathrm{MTM}_{\mathcal{O}_{F}}^{[0, m]}$ which are isomorphic to $\mathbb{Q}(0)$ in weight 0 and to $\mathbb{Q}(m)$ in weight $-2 m$; together with choices of isomorphisms. He goes on to describe it by "motivic iterated integrals" $I^{m}\left(a_{0} ; a_{1}, \ldots, a_{m} ; a_{m+1}\right)$ for $a_{i} \in \mathcal{O}_{F}^{*}$ whose periods are actual iterated integrals of a certain $m$-form. Comparing this with our data, we get

$$
A_{n} \cong \operatorname{ker}\left(B_{n} \rightarrow B_{n-1}\right)
$$

Its dimension will be computed in Lemma 7.11 below.
In the special case $F=\mathbb{Q}$, these iterated integrals are precisely the multiple zeta values ([Gon05, p. 215, after Cor. 1.4]):

$$
I^{m}\left(0 ; \underline{b\left(n_{1}\right)}, \ldots, \underline{b\left(n_{m}\right)} ; 1\right)=\zeta^{\mathcal{M}}\left(n_{1}, \ldots, n_{m}\right) \in B_{n_{1}+\cdots+n_{m}}
$$

where $\underline{b(n)}=(1,0, \ldots, 0)$ has length $n$. In particular, $\zeta\left(n_{1}, \ldots, n_{m}\right)$ appears as the period of a mixed Tate motive in $\mathrm{MTM}_{\mathcal{O}_{F}}^{[0, N]}$ with $N=\sum_{i=1}^{m} n_{i}$.
7.2. Dimension formulas. We now turn to the compution of $\operatorname{dim}_{\mathbb{Q}} B_{n}$ and, hence, an upper bound for the dimension of spaces of multiple zeta values. We put

$$
d_{m}=\operatorname{dim}_{\mathbb{Q}} \operatorname{Ext}^{1}(\mathbb{Q}(0), \mathbb{Q}(m)) .
$$

The dimensions are known by Borel's computation of algebraic $K$-groups in [Bor74, Proposition 12.2]. We have

$$
d_{m}= \begin{cases}r_{1}+r_{2}-1 & m=1  \tag{45}\\ r_{2} & m \geq 2, \text { even } \\ r_{1}+r_{2} & m \geq 3, \text { odd }\end{cases}
$$

where $r_{1}$ and $r_{2}$ denote the number of real and complex places of $F$, respectively, i.e., for $F=\mathbb{Q}[X] /(f)$, the irreducible polynomial $f$ has degree $r_{1}+2 r_{2}$ with $r_{1}$ real roots and $2 r_{2}$ roots in $\mathbb{C} \backslash \mathbb{R}$.
Example 7.7. Let $p$ be a prime. Then $F(p)=\mathbb{Q}(\sqrt[4]{p})$ with minimal polynomial $X^{4}-p$ has two real places (corresponding to the roots $\pm \sqrt[4]{p}$ ) and one complex place (corresponding to $\pm i \sqrt[4]{p}$ ). If $p_{1}, \ldots, p_{n}$ are different primes, then the compositum $F=F\left(p_{1}\right) \cdots F\left(p_{n}\right)$ of degree $4^{n}$ has $r_{1}=2^{n}$ real places and $r_{2}=\left(4^{n}-2^{n}\right) / 2=2^{n-1}\left(2^{n}-1\right)$ complex places. Already this simple example shows that $r_{1}$ and $r_{2}$ can be arbitrarily big.
Example 7.8. For $n=0$, we have $B_{0}=\mathbb{Q}$. For $n=1$, we have

$$
B_{1}=\mathbb{Q}^{2} \bigoplus \operatorname{Ext}^{1}(\mathbb{Q}(0), \mathbb{Q}(1))
$$

and the dimension is $d_{1}+2$.
Let $p_{m}$ be the number of paths from 0 to $m$ in the quiver.

## Proposition 7.9.

$$
\operatorname{dim}_{\mathbb{Q}} B_{n}=(n+1)+\sum_{0 \leq i<j \leq n} p_{j-i}=(n+1)+\sum_{m=1}^{n} p_{m}(n-m+1)
$$

Proof. This is the dimension formula for the path algebra of a quiver with $n+1$ vertices. Due to the symmetries of our quivers, the number of paths from $i$ to $j$ is equal to the number of paths from 0 to $j-i$. The distance $m$ appears $n-m+1$ times.

Corollary 7.10. Recursively

$$
\operatorname{dim}_{\mathbb{Q}} B_{n}-\operatorname{dim}_{\mathbb{Q}} B_{n-1}=1+\sum_{m=1}^{n} p_{m} .
$$

Proof. We take the difference:

$$
\begin{aligned}
(n+1)+\sum_{m=1}^{n} p_{m}(n-m+1)- & n-\sum_{m=1}^{n-1} p_{m}(n-1-m+1) \\
& =1+p_{n}+\sum_{m=1}^{n-1} p_{m}(n-m+1-n+m)
\end{aligned}
$$

We get a recursion formula for $p_{m}$.

## Lemma 7.11.

$$
p_{m}=d_{m}+\sum_{i=1}^{m-1} p_{i} d_{m-i}
$$

Proof. We decompose a path from 0 to $m$ into a path from 0 to some $i$ between 0 and $m$, composed with an edge from $i$ to $m$.

### 7.3. Small examples.

Example 7.12. If $F=\mathbb{Q}$ we have $r_{1}=1, r_{2}=0$ and hence (45) implies

$$
0=d_{1}=d_{2}=d_{4}=\ldots, \quad 1=d_{3}=d_{5}=\ldots
$$

Lemma 7.11 yields

$$
p_{2 m+1}=1+\sum_{i=1}^{m-1} p_{2 i}=1+p_{2}+p_{4}+\cdots+p_{2 m-2}
$$

and the recursion formula

$$
p_{2 m+3}-p_{2 m+1}=p_{2 m}
$$

Lemma 7.11 also implies

$$
p_{2 m}=\sum_{i=1}^{m-2} p_{2 i+1}=p_{3}+p_{5}+\cdots+p_{2 m-3}
$$

and the recursion formula

$$
p_{2 m+2}-p_{2 m}=p_{2 m-1}
$$

The two cases unify to give

$$
p_{m+2}=p_{m}+p_{m-1}
$$

with starting values $p_{1}=p_{2}=0, p_{3}=1$.
The full sequence reads

$$
0,0,1,0,1,1,1,2,2,3,4,5,7,9, \ldots
$$

From this we get the dimension of $B_{n}$. The quiver of $B_{9}$ has the following shape:


By Proposition 7.9, the total dimension is

$$
\begin{aligned}
\operatorname{dim} B_{9}=10+9 p_{1}+8 p_{2} & +7 p_{3}+6 p_{4}+5 p_{5}+4 p_{6}+3 p_{7}+2 p_{8}+p_{9} \\
& =10+0+0+7+0+5+4+3+4+2=35 .
\end{aligned}
$$

Example 7.13. Let $\mathcal{A}$ be the full subcategory closed under extensions in $\mathrm{MTM}_{\mathbb{Z}}$ generated by $\mathbb{Q}(0), \mathbb{Q}(3), \mathbb{Q}(6)$. Note that

$$
\operatorname{Ext}^{1}(\mathbb{Q}(0), \mathbb{Q}(3))=\operatorname{Ext}^{1}(\mathbb{Q}(3), \mathbb{Q}(6))=\mathbb{Q}, \quad \operatorname{Ext}^{1}(\mathbb{Q}(0), \mathbb{Q}(6))=0
$$

The category is described by the quiver $B_{2}$ with three vertices $1,3,6$ and two edges $a$ from 1 to 3 and $b$ from 3 to 6 . Let $B$ be the quiver algebra. The category contains an object $M$ (motive) corresponding to $B^{\prime}=B /\langle a b\rangle$. The category $\langle M\rangle$ is equivalent to the category of $B^{\prime}$-modules, in particular not hereditary. By Corollary 7.5 the space of periods of $M$ is at most 5 dimensional over $\overline{\mathbb{Q}}$. The Period Conjecture predicts that the dimension is equal to 5 .
7.4. Realisation of quiver algebras as motives. Even the seemingly easy Mixed Tate Motives contain very complicated period spaces.

Lemma 7.14. Let $Q$ be a quiver with relations without oriented cycles. Let $B$ be the corresponding basic algebra. Then there is a number field $F$ and a mixed Tate motive $M$ over $\mathcal{O}_{F}$ such that $\langle M\rangle$ is equivalent to the category of $B$-modules.

Proof. Let $M$ be the maximal number of edges between two vertices.
We choose a number field $F$ such that for all $i<j$

$$
\operatorname{dim}_{\mathbb{Q}} \operatorname{Ext}_{\mathbf{M T M}_{\mathcal{O}_{F}}}(\mathbb{Q}(i), \mathbb{Q}(j)) \geq M
$$

We can use $F=\mathbb{Q}\left(\mu_{N}\right)$ with $r_{1}=0, r_{2}=\phi(N) / 2$ with $N$ big enough so that $r_{2}>M$; or $F$ as in Example 7.7 with $2^{n-1}\left(2^{n}-1\right)>M$.

As $Q$ is without oriented cycles, we have a partial order on the set of vertices. We choose a total order compatible with the partial order, i.e., a numbering of the vertices that that $i<j$ whenever the vertices are comparable in the quiver. We identify $i$ with the Tate motive $\mathbb{Q}(i)$ and choose representatives for the edges in the Ext-groups. This gives a description of $B$ as quotient of the path algebra for a category of mixed Tate motives over $F$. It corresponds to an object.

Remark 7.15. This means that arbitrarily complicated dimension formulas occur already with mixed Tate motives. In particular, the counterexamples in Example 3.6 can be realised as Mixed Tate Motives.

## Appendix A. Proof of Proposition 4.4

In this appendix we give the proof of Proposition 4.4.
Throughout the chapter, we fix a perfect field $k$ and a category $\mathcal{C}$ as in Set-Up 4.1. We consider the system of all strongly finitary full abelian subcategories $\mathcal{B}$ closed under subquotients.

By Proposition 1.1 and Morita theory (Lemma 1.11) such a $\mathcal{B}$ is equivalent to the category of finitely generated modules over a basic finite dimensional algebra $B$. The assumption on the partial order of the simple objects of $\mathcal{C}$ implies that the species of $\mathcal{B}$ is cycle free. By Proposition 1.22 this makes projective covers in $\mathcal{B}$ unique up to unique isomorphism.

Lemma A.1. The equivalences $\mathcal{B} \cong B$-mod can be chosen in a compatible way, i.e., such that the inclusions $\mathcal{B} \subset \mathcal{B}^{\prime}$ are induced by functorial epimorphisms $B^{\prime} \rightarrow B$.

Proof. For every isomorphism class of simple objects in $\mathcal{C}$ we fix a representative. Note that $\mathcal{B} \subset \mathcal{C}$ is closed under isomorphisms. If it contains a simple object isomorphic to such a representative, it also contains the representative itself.

For every simple object $S$ in $\mathcal{B}$, let $P_{\mathcal{B}}(S)$ be the projective cover. We put

$$
B:=\operatorname{End}_{\mathcal{C}}\left(\bigoplus_{S} P_{\mathcal{B}}(S)\right)
$$

where the sum is over the fixed simple objects of $\mathcal{B} \subset \mathcal{C}$.
Given an inclusion $\mathcal{B} \subset \mathcal{B}^{\prime}$, let $\overline{P_{\mathcal{B}^{\prime}}(S)}$ be the maximal quotient of $P_{\mathcal{B}^{\prime}}(S)$ which is contained in $\mathcal{B}$. We want to show that it exists. We will find $\overline{P_{\mathcal{B}^{\prime}}(S)}$ as the projective limit of the system of all quotients $Q$ of $P_{\mathcal{B}^{\prime}}(S)$ which are in $\mathcal{B}$. This system is filtered: any two such quotients $Q_{1}$ and $Q_{2}$ are dominated by the image of $P_{\mathcal{B}^{\prime}}(S)$ in $Q_{1} \times Q_{2}$. It is in $\mathcal{B}$ because $\mathcal{B}$ is closed under subobjects. The projective limit exists because $P_{\mathcal{B}^{\prime}}(S)$ has finite length.

Using the universal property of the projective limit and again that $\mathcal{B}$ is closed under subobjects, we see that any morphism $P_{\mathcal{B}^{\prime}}(S) \rightarrow M$ towards an object $M$ in $\mathcal{B}$ factors canonically via $\overline{P_{\mathcal{B}^{\prime}}(S)}$. Hence the quotient $\overline{\left.P_{\mathcal{B}^{\prime}}(S)\right)}$ is projective in $\mathcal{B}$. As a quotient of a local module it is indecomposable, hence a projective cover of $S$ in $\mathcal{B}$. By Proposition 1.22 it is canonically isomorphic to $P_{\mathcal{B}}(S)$. Every endomorphism of $\bigoplus_{S} P_{\mathcal{B}^{\prime}}(S)$ induces a unique
endomorphism of $\bigoplus_{S} \overline{P_{\mathcal{B}^{\prime}}(S)}$. This defines

$$
\phi_{B^{\prime} B}: B^{\prime} \rightarrow B,
$$

which is surjective because $\bigoplus_{S} P_{\mathcal{B}^{\prime}}(S)$ is projective in $\mathcal{B}^{\prime}$.
Remark A.2. The ring $\tilde{B}:=\lim _{\mathcal{B}} B$ is pseudo-compact in the sense of [Gab62]. We find the category $\mathcal{C}$ as its discrete representations. We do not use this fact.

By Proposition 1.21 (i.e., [Ber11, Theorem 3.12]) there is an isomorphism

$$
B \cong k \mathcal{S}_{B} / \mathcal{I}
$$

for some two-sided ideal $\mathcal{I}$ where $\mathcal{S}_{B}$ is the species of $B$-mod. Recall from Definition 1.19 and Definition 1.16 that

$$
\begin{equation*}
k \mathcal{S}_{B}=T\left(D \operatorname{Ext}_{\mathcal{B}}^{1}(K, K)\right) \tag{46}
\end{equation*}
$$

is the tensor algebra over $K=B / \operatorname{rad}(B)$ and note that $\operatorname{Ext}_{\mathcal{B}}^{1}(X, Y) \subset$ $\operatorname{Ext}_{\mathcal{C}}^{1}(X, Y)$ for all $X, Y \in \mathcal{B}$. The species $\mathcal{S}_{B}$ of $\mathcal{B}$ is directed by our condition on $\mathcal{C}$, hence $k \mathcal{S}_{B}$ is finite dimensional. By Theorem 2.11 the ideal $\mathcal{I}$ is generated by $D \operatorname{Ext}_{\mathcal{B}}^{2}(K, K)$. This establishes the characterisation of $\mathcal{B}$ as claimed in Proposition 4.4.

We will first go through the arguments in [Ber11, Theorem 3.12] in order to collect all instances where choices are being made. We will then show how to make these choices in a compatible (not canonical) way using Zorn's Lemma.

1. Step: By the Theorem of of Wedderburn and Malcev, see [Pie82, 11.6 Theorem], the projection $B \rightarrow K$ has a section

$$
\begin{equation*}
K \rightarrow B \tag{47}
\end{equation*}
$$

by an algebra homomorphism. It is unique up to conjugation by $(1-w)$ for $w \in \mathfrak{r}_{B}=\operatorname{rad}(B)$. The choice of (47) turns the $B$ into a $K-K$-bimodule.
2. Step: The long exact sequence attached to the short exact sequence

$$
\begin{equation*}
0 \rightarrow \mathfrak{r}_{B} \rightarrow B \rightarrow K \rightarrow 0 \tag{48}
\end{equation*}
$$

and the functor $\operatorname{Hom}_{B}(\cdot, K)$ induces a natural isomorphism

$$
\operatorname{Ext}_{B}^{1}(K, K) \cong \operatorname{Hom}_{B}\left(\mathfrak{r}_{B}, K\right) \cong \operatorname{Hom}_{K}\left(\mathfrak{r}_{B} / \mathfrak{r}_{B}^{2}, K\right)
$$

because $\operatorname{Hom}_{B}(B, K)=\operatorname{Hom}_{B}(K, K)$ and $\operatorname{Ext}_{B}^{1}(B, K)=0$. By Lemma 2.4 we deduce

$$
\operatorname{Ext}_{B}^{1}(K, K) \cong D \mathfrak{r}_{B} / \mathfrak{r}_{B}^{2} .
$$

Dually we get

$$
\begin{equation*}
D \operatorname{Ext}_{B}^{1}(K, K) \cong \mathfrak{r}_{B} / \mathfrak{r}_{B}^{2} . \tag{49}
\end{equation*}
$$

(Note that this is a special case of Theorem 2.2. However, its proof depends on the result which we are reviewing).

The sequence (48) is a sequence of $B-B$-bimodules. Via (47) we consider it as a sequence of $K-K$-bimodules. We choose a splitting $\mathfrak{r}_{B} / \mathfrak{r}_{B}^{2} \rightarrow \mathfrak{r}_{B}$ as $K-K$-bimodules. It exists because $K \otimes_{k} K^{o p}$ is semi-simple because $k$ is perfect. Together with (49) this yields

$$
\begin{equation*}
D \operatorname{Ext}_{B}^{1}(K, K) \rightarrow \mathfrak{r}_{B} . \tag{50}
\end{equation*}
$$

3. Step: By construction (46) the maps (47) and (50) induce an algebra epimorphism

$$
\pi: k \mathcal{S}_{B} \rightarrow B
$$

It induces an isomorphism $\mathfrak{r}_{k \mathcal{S}_{B}} / \mathfrak{r}_{k \mathcal{S}_{B}}^{2} \cong \mathfrak{r}_{B} / \mathfrak{r}_{B}^{2}$, hence the kernel $\mathcal{I}_{B}$ is contained in $\mathfrak{r}_{\mathcal{S}_{B}}^{2}$. As $\pi$ is a morphism of $K-K$-bimodules, $\mathcal{I}_{B}$ has a natural structure of $K-K$-bimodule as well.
4. Step: By Theorem 2.11, we have a canonical isomorphism

$$
D \operatorname{Ext}_{B}^{2}(K, K) \cong \mathcal{I}_{B} /\left(\mathcal{I}_{B} \mathfrak{r}_{k \mathcal{S}_{B}}+\mathfrak{r}_{k \mathcal{S}_{B}} \mathcal{I}_{B}\right)
$$

As in the 2. step, we choose a splitting of

$$
\begin{equation*}
\mathcal{I}_{B} \rightarrow \mathcal{I}_{B} /\left(\mathcal{I}_{B} \mathfrak{r}_{k \mathcal{S}_{B}}+\mathfrak{r}_{k \mathcal{S}_{B}} \mathcal{I}_{B}\right) \tag{51}
\end{equation*}
$$

in the categeory of $K-K$-bimodules. This yields

$$
\begin{equation*}
D \operatorname{Ext}_{B}^{2}(K, K) \hookrightarrow \mathcal{I}_{B} \tag{52}
\end{equation*}
$$

Lemma A.3. Let $\mathcal{C}$ be as in Set-Up 4.1 and let $\mathcal{B}_{1} \subset \mathcal{B}_{2} \subset \mathcal{C}$ be strongly finitary full subcategories closed under subquotients. Given $\mathcal{I}_{1} \subset k \mathcal{S}_{1}$ and an inclusion of $D \operatorname{Ext}_{\mathcal{B}_{1}}^{2}\left(K_{1}, K_{1}\right) \subset \mathcal{I}_{1}$ splitting the canonical (51), we can choose $\mathcal{I}_{2} \subset k \mathcal{S}_{2}$ and an inclusion of $D \operatorname{Ext}_{\mathcal{B}_{2}}^{2}\left(K_{2}, K_{2}\right) \subset \mathcal{I}_{2}$ splitting the canonical (51) such that the two obvious diagrams commute.
Proof. Let $B_{1}$ and $B_{2}$ be the basic algebras of Lemma A.1. As they are canonical, the inclusion of categories is induced by a surjection $B_{2} \rightarrow B_{1}$. It induces a surjection $\mathfrak{r}_{B_{2}} \rightarrow \mathfrak{r}_{B_{1}}$. By assumption, $\mathcal{B}_{1} \cong k \mathcal{S}_{1} / \mathcal{I}_{1}$-mod, hence $B_{1} \cong k \mathcal{S}_{1} / \mathcal{I}_{1}$. In particular, we are given an epimorphism

$$
k \mathcal{S}_{1} \rightarrow B_{1}
$$

defining $K_{1} \rightarrow B_{1}$ and $D \operatorname{Ext}_{\mathcal{B}_{1}}^{1}\left(K_{1}, K_{1}\right) \cong \mathfrak{r}_{B_{1}} / \mathfrak{r}_{B_{1}}^{2}$.

1. step (choice of $K_{2} \rightarrow B_{2}$ ): We are given a commutative diagram

and a splitting $\rho_{1}: K_{1} \rightarrow B_{1}$ as $k$-algebras. Choose a splitting $\rho_{2}: K_{2} \rightarrow B_{2}$ and a splitting $s$ of $K_{2} \rightarrow K_{1}$. The diagram

defines another splitting of $B_{1} \rightarrow K_{1}$. It agrees with $\rho_{1}$ up to conjugation with $\left(1-w_{1}\right)$ for $w_{1} \in \mathfrak{r}_{B_{1}}$. Let $w_{2} \in \mathfrak{r}_{B_{2}}$ be a preimage of $w_{1}$. We replace $\rho_{2}$ by its conjugation by $\left(1-w_{2}\right)$. This makes the splittings $\rho_{1}$ and $\rho_{2}$ compatible.
2. step: We are given a section of $K_{1}-K_{1}$-bimodules

$$
\mathfrak{r}_{B_{1}} / \mathfrak{r}_{B_{1}}^{2} \rightarrow \mathfrak{r}_{B_{1}}
$$

By semi-simplicity, it can be lifted to a section of $K_{2}-K_{2}$-bimodules

$$
\mathfrak{r}_{B_{2}} / \mathfrak{r}_{B_{2}}^{2} \rightarrow \mathfrak{r}_{B_{2}}
$$

In other words, the diagram

commutes.
3. step (choice of $\mathcal{I}_{2}$ ): The compatible choices in Step 1 and 2 define compatible surjections

$$
k \mathcal{S}_{i} \rightarrow B_{i} .
$$

It induces a map on kernels $\mathcal{I}_{2} \rightarrow \mathcal{I}_{1}$.
4. step (choice of generators of $\mathcal{I}_{2}$ ): We are given a splitting of

$$
\mathcal{I}_{1} \rightarrow \mathcal{I}_{1} /\left(\mathcal{I}_{1} \mathfrak{r}_{k \mathcal{S}_{1}}+\mathfrak{r}_{k \mathcal{S}_{1}} \mathcal{I}_{1}\right)
$$

in the categeory of $K_{1}-K_{1}$-bimodules. By semi-simplicity the choice for $\mathcal{I}_{2}$ can by made in a compatible way with a given choice for $\mathcal{I}_{1}$.
Lemma A.4. Let $\mathcal{C}$ be as in Set-Up 4.1, $\mathcal{B}_{1}, \mathcal{B}_{2} \subset \mathcal{C}$ a strongly finitary full subcategories closed under subquotients. Let $\mathcal{B}_{0}=\mathcal{B}_{1} \cap \mathcal{B}_{2}$ and $\mathcal{B}$ the smallest full abelian category containing $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$.

Given $\mathcal{I}_{j} \subset k \mathcal{S}_{j}$ and an inclusion of $D \operatorname{Ext}_{\mathcal{B}_{j}}^{2}\left(K_{j}, K_{j}\right) \subset \mathcal{I}_{j}$ for $j=0,1,2$ compatible with respect to the inclusion $\mathcal{B}_{0} \subset \mathcal{B}_{1}, \mathcal{B}_{2}$, then there are canonical inclusions $\tilde{\mathcal{I}} \subset k \mathcal{S}_{\tilde{B}}$ and $\operatorname{Dxt}_{\tilde{\mathcal{B}}}^{2}(\tilde{K}, \tilde{K}) \subset \tilde{\mathcal{I}}$ compatible with the inclusions for $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$.
Proof. Let $B_{0}, B_{1}, B_{2}, \tilde{B}$ be the corresponding basic algebras with semisimple quotients $K_{0}, K_{1}, K_{2}, \tilde{K}$. A simple object is in $\tilde{\mathcal{B}}$ if and only if it is in $\mathcal{B}_{1}$ or $\mathcal{B}_{2}$. The endomorphism algebras agree because they are computed in $\mathcal{C}$. Hence

$$
\tilde{K} \cong K_{1} \times_{K_{0}} K_{2}
$$

For simple objects $S, T$, we have

$$
\left.\operatorname{Ext}_{\tilde{\mathcal{B}}}^{1}(S, T)\right)=\operatorname{Ext}_{\mathcal{B}_{1}}^{1}(S, T)+\operatorname{Ext}_{\mathcal{B}_{2}}^{1}(S, T) \subset \operatorname{Ext}_{\mathcal{C}}^{1}(S, T)
$$

where we interpret $\operatorname{Ext}_{\mathcal{B}_{j}}^{1}(S, T)=0$ is $S$ or $T$ is not in $\mathcal{B}_{j}$. Hence

$$
\operatorname{Ext}_{\tilde{\mathcal{B}}}^{1}(S, T) \cong\left(\operatorname{Ext}_{\mathcal{B}_{1}}^{1}(S, T) \oplus \operatorname{Ext}_{\mathcal{B}_{2}}^{1}(S, T)\right) / \operatorname{Ext}_{\mathcal{B}_{0}}^{1}(S, t)
$$

and

$$
D \operatorname{Ext}_{\tilde{\mathcal{B}}}^{1}(S, T) \cong D \operatorname{Ext}_{\mathcal{B}_{1}}^{1}(S, T) \times_{D \operatorname{Ext}_{\mathcal{B}_{0}}^{1}(S, T)} D \operatorname{Ext}_{\mathcal{B}_{2}}^{1}(S, T)
$$

This implies

$$
k \mathcal{S}_{\tilde{\mathcal{B}}} \cong k \mathcal{S}_{\mathcal{B}_{1}} \times k \mathcal{S}_{\mathcal{B}_{0}} k \mathcal{S}_{\mathcal{B}_{2}} .
$$

For $j=1,2$ let $J_{j}$ be the kernel of

$$
k \mathcal{S}_{\tilde{\mathcal{B}}} \rightarrow k \mathcal{S}_{\mathcal{B}_{j}} \rightarrow B_{j} .
$$

We put $\tilde{I}=J_{1} \cap J_{2}$. Then $k \mathcal{S}_{\tilde{B}} / \tilde{I}$ maps to $B_{1}$ and to $B_{2}$ and is the minimal quotient of the path algebra with this property. Hence

$$
k \mathcal{S}_{\tilde{B}} / \tilde{I} \cong \tilde{B}
$$

By construction $\tilde{I}$ maps to the ideals $I_{j} \subset k \mathcal{S}_{\mathcal{B}_{j}}$. This settles the compatibility issue for the ideals.

We are given compatible maps

$$
D \operatorname{Ext}_{\mathcal{B}_{j}}^{2}\left(K_{j}, K_{j}\right) \rightarrow I_{j}
$$

for $j=0,1,2$. They induce

$$
\begin{aligned}
& D \operatorname{Ext}_{\tilde{\mathcal{B}}}^{2}(\tilde{K}, \tilde{K}) \rightarrow D \operatorname{Ext}_{\mathcal{B}_{1}}^{2}\left(K_{1}, K_{1}\right) \times_{D \operatorname{Ext}_{\mathcal{B}_{\mathcal{O}_{0}}\left(K_{0}, K_{0}\right)} D \operatorname{Ext}_{\mathcal{B}_{2}}^{2}\left(K_{2}, K_{2}\right)} \\
& \rightarrow I_{1} \times_{I_{0}} I_{2} \rightarrow k \mathcal{S}_{\mathcal{B}_{1}} \times_{k \mathcal{S}_{\mathcal{B}_{0}}} k \mathcal{S}_{\mathcal{B}_{2}} \rightarrow k \mathcal{S}_{\tilde{\mathcal{B}}}
\end{aligned}
$$

which takes image in $\tilde{I}$.
Proof of Proposition 4.4. Since $\mathcal{C}$ was assumed essentially small, its full abelian subcategories closed under subquotients (and hence isomorphisms) form a set.

We use Zorn's Lemma. We consider the set of triples

$$
\left(\mathcal{C}^{\prime},\left\{I_{\mathcal{B}} \subset k \mathcal{S}_{\mathcal{B}}\right\}_{\mathcal{B} \subset \mathcal{C}^{\prime}},\left\{D \operatorname{Ext}_{\mathcal{B}}^{2}\left(K_{\mathcal{B}}, K_{\mathcal{B}}\right) \subset \mathcal{I}_{\mathcal{B}}\right\}_{\mathcal{B} \subset \mathcal{C}^{\prime}}\right)
$$

consisting of a full abelian subcategory $\mathcal{C}^{\prime} \subset \mathcal{C}$ closed under subquotients and a compatible system of choices of $\mathcal{I}_{\mathcal{B}} \subset k \mathcal{S}_{\mathcal{B}}$ such that $\mathcal{B} \cong k \mathcal{S}_{\mathcal{B}} / \mathcal{I}_{\mathcal{B}}$-mod and $D \operatorname{Ext}_{\mathcal{B}}^{2}\left(K_{\mathcal{B}}, K_{\mathcal{B}}\right) \subset \mathcal{I}_{\mathcal{B}}$ generating the ideal for all strongly finitary full subcategories $\mathcal{B} \subset \mathcal{C}^{\prime}$ closed under subquotients. The set is non-empty because a choice for a strongly finitary $\mathcal{C}^{\prime}$ also induces a choice for all its subcategories.

We define a partial order by inclusion of subcategories and compatibility of the choices. Given a totally ordered subset, we obtain an upper bound by taking the union of the subcatgories. By Zorn's Lemma there is a maximal triple. Let $\mathcal{C}^{\prime}$ be the category in this maximal triple.

If $\mathcal{C}^{\prime}$ is not equal to $\mathcal{C}$, then there is an object $M \notin \mathcal{C}^{\prime}$. Let $\mathcal{B}_{2}=\langle M\rangle$ and $\mathcal{B}_{1}=\mathcal{B}_{2} \cap \mathcal{C}^{\prime}$. Both are strongly finitary. As $\mathcal{B}_{1} \subset \mathcal{C}^{\prime}$, we have a prefered choice of data. By Lemma A.3, we find a compatible choice of data for $\mathcal{B}_{2}$.

Let $\mathcal{C}^{\prime \prime}$ be the full abelian subcategory of $\mathcal{C}$ generated by $\mathcal{C}^{\prime}$ and $\mathcal{B}_{2}$. We claim that the data extends to all strongly finitary subcategories $\mathcal{B}$ of $\mathcal{C}^{\prime \prime}$. Indeed, $\mathcal{B}$ is generated by $\mathcal{B} \cap \mathcal{B}_{2}$ and $\mathcal{B} \cap \mathcal{C}^{\prime \prime}$, where we have compatible choices of data. By Lemma A. 4 the data extend canonically to $\mathcal{B}$.

This would contradict maximality of $\mathcal{C}^{\prime}$, hence $M$ cannot exist.
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