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Abstract. We present a short and unified representation-theoretical treatment
of type A link invariants (that is, the HOMFLY-PT polynomials, the Jones
polynomial, the Alexander polynomial and, more generally, the \( \mathfrak{gl}_{m|n} \) quantum
invariants) as link invariants with values in the quantized oriented Brauer
category.

1. INTRODUCTION

The HOMFLY-PT polynomial [4, 9] is a 2-variable polynomial link invariant general-
izing the Jones polynomial [8], the Alexander polynomial [1] and the \( \mathfrak{sl}_k \) Reshetikhin-
Turaev link invariant [11]. One can also label the strands of the links by partitions,
and obtain colored versions of these polynomials. All these link invariants have the
common property of arising from the representation theory of the Lie superalgebra
\( \mathfrak{gl}_{m|n} \), and because of this we call them invariants of type A.

In more detail, link invariants of type A can be constructed as \( U_q(\mathfrak{gl}_{m|n}) \)-equivariant homomorphisms. In this short note, we present a unified approach to such link
invariants by seeing them as invariants with values in the quantized oriented Brauer category, which is a universal category describing intertwiners of \( U_q(\mathfrak{gl}_{m|n}) \)-
representations. We also define reduced link invariants by the usual trick of cutting
open one of the strands.

This approach enables to give a very easy construction of link invariants of type A,
which does not directly require the knowledge of quantum group R-matrices.
Moreover, this yields short, clean and self-contained proofs of some well-known
topology and symmetry properties, which are particularly interesting also
for categorification problems (see [6]). In particular, we prove that colored \( \mathfrak{gl}_{m|n} \) polynomials of links only depend on the difference \( d = m - n \) (see Theorem 4.7 and,
in the reduced case, Proposition 5.4), and we use an automorphism of the Brauer
category to prove the so-called mirror symmetry of the HOMFLY-PT polynomial
(Theorem 4.8).

2. NOTATION AND CONVENTIONS

We will work over a ring \( \mathbb{k} \) containing the field \( \mathbb{C}(q) \) and an element \( q^\ell \) which is not
a root of unity. In particular, we will consider two possibilities:

\begin{itemize}
  \item[(a)] \( t = \beta \) and \( \mathbb{k} = \mathbb{C}(q)[q^{\pm \beta}] \), i.e. an extension of \( \mathbb{C}(q) \) by a formal variable \( q^\beta \),
  \item[(b)] \( t = d \in \mathbb{Z} \) and \( \mathbb{k} = \mathbb{C}(q) \).
\end{itemize}
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In the first case, we will say that $t$, or $\beta$, is *generic*. As a convention, we will use the letter $t$ for encompassing both cases above, while we will use $\beta$ when we will assume that we are in case (a) and we will use $d$ when we will assume that we are in case (b). For $x \in \mathbb{Z}t + \mathbb{Z}$ we define

\[
[x] = \frac{q^x - q^{-x}}{q - q^{-1}}.
\]

**Tangles.** Let $\text{Tangles}$ be the monoidal category of oriented framed tangles, whose objects are sequences of orientations $\{\uparrow, \downarrow\}$ and whose morphisms are oriented framed tangles modulo isotopy. Let also $\text{Tangles}_k$ be its $k$–linear version, with the same objects but with morphisms being $k$–vector spaces

\[
\text{Tangles}_k(\eta, \eta') = \text{span}_k \text{Tangles}(\eta, \eta').
\]

**Partitions.** We denote by $\lambda \vdash N$ a partition $\lambda$ of $N \geq 0$, which is a non-increasing sequence $\lambda = (\lambda_1, \lambda_2, \ldots)$ of non-negative integers such that $|\lambda| = \sum \lambda_i = N$. The transposed partition $\lambda^\top$ is defined by $\lambda^\top_i = \#\{h \mid \lambda_h \geq i\}$. Partitions are usually identified with Young diagrams, as in the picture on the right. The only partition of 0 is the empty partition $\varnothing$, and the only partition of 1 is the one-box partition $\Box$.

**Labeled tangles.** We let $\text{Tangles}^{\text{lab}}$ be the category of oriented framed tangles whose connected components are labeled by partitions. We will regard a morphism in $\text{Tangles}^{\text{lab}}$ as a pair consisting of a tangle $T$ and a labeling $\ell$ of its strands. Given a tangle $T$ and a partition $\lambda$, we denote by $(T, \lambda)$ the labeled tangle $T$ such that all strands are labeled by $\lambda$. There is an obvious inclusion $\text{Tangles} \hookrightarrow \text{Tangles}^{\text{lab}}$, given by $T \mapsto (T, \varnothing)$. We will sometimes use *color* as a synonymous of *label*.

### 3. The quantized oriented Brauer category

We recall the definition of the quantized oriented Brauer algebra/category, following [3].

**Definition 3.1.** The quantized oriented Brauer category $\text{Br}(t)$ is the quotient of $\text{Tangles}_k$ modulo the following relations

\[
\begin{align*}
(3.1a) \quad & \quad \begin{array}{c}
\includegraphics[scale=0.5]{tangle1} \\
\includegraphics[scale=0.5]{tangle2}
\end{array} = \left(q^{-1} - q\right), \quad \begin{array}{c}
\includegraphics[scale=0.5]{tangle3} \\
\includegraphics[scale=0.5]{tangle4}
\end{array} = [t], \\
(3.1b) \quad & \quad \begin{array}{c}
\includegraphics[scale=0.5]{tangle5} \\
\includegraphics[scale=0.5]{tangle6}
\end{array} = q^{-t}, \quad \begin{array}{c}
\includegraphics[scale=0.5]{tangle7} \\
\includegraphics[scale=0.5]{tangle8}
\end{array} = q^{+t}.
\end{align*}
\]

Being a quotient of the ribbon category $\text{Tangles}_k$, the category $\text{Br}(t)$ inherits a ribbon structure. We denote by $\Omega_t : \text{Tangles} \rightarrow \text{Br}(t)$ the composition of the inclusion $\text{Tangles} \hookrightarrow \text{Tangles}_k$ with the quotient functor $\text{Tangles}_k \rightarrow \text{Br}(t)$. It is shown in [3, lemma 2.4] that $\text{End}_{\text{Br}(t)}(\varnothing \otimes \varnothing)$ is free of rank $(r+s)!$. In particular, for the empty sequence $\varnothing$ we have $\text{End}_{\text{Br}(t)}(\varnothing) \cong k$. 
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The Hecke algebra. The endomorphism space $\text{End}_{\mathcal{Br}(t)}(\mathbb{1}^{\otimes r})$ is the **Hecke algebra** $\mathcal{H}_r$ over $\mathbb{k}$. As well known, $\mathcal{H}_r$ is a finite-dimensional semisimple algebra. Its finite-dimensional simple representations up to isomorphism are parametrized by partitions $\lambda$ of $r$, and we denote them by $S(\lambda)$ for $\lambda \vdash r$. In particular, $\mathcal{H}_r$ decomposes as

$$
\mathcal{H}_r = \bigoplus_{\lambda \vdash r} e_\lambda \mathcal{H}_r e_\lambda,
$$

where the $e_\lambda$’s are central idempotents, $e_\lambda \mathcal{H}_r e_\lambda \cong S(\lambda)^{\oplus \dim_k S(\lambda)}$ as a left module and $e_\lambda \mathcal{H}_r e_\lambda$ is isomorphic to a matrix algebra. We remark that one can write explicit formulas for the idempotents $e_\lambda$, similarly as for the symmetric group, see [7].

For each $\lambda \vdash r$, we choose in $e_\lambda \mathcal{H}_r e_\lambda$ a primitive idempotent $p_\lambda$. Unless $e_\lambda$ itself is primitive (and this happens if and only if $\lambda$ is a row or a column partition), the element $p_\lambda$ is not uniquely determined. But any two choices are conjugated in $e_\lambda \mathcal{H}_r e_\lambda$, and hence also in $\mathcal{H}_r$.

Cabling. We adopt the following graphical convention for picturing morphisms in the Brauer category: when we draw a thick strand labeled by $\lambda$, this stands for $|\lambda|$ parallel strands, close to each other, with the idempotent $p_\lambda$ somewhere on these strands:

$$
\lambda = \begin{array}{c}
\uparrow \\
\vdots \\
p_\lambda \\
\vdots \\
\downarrow \\
\end{array}
$$

Since the Brauer category is ribbon, it does not matter at which point on the parallel strands we put the idempotent $p_\lambda$, as we can slide it around. Of course, if convenient, we can also put more than one copy of $p_\lambda$ along the strands. This procedure allows us to define a monoidal functor $\mathcal{Q}_{\lambda}^d : \text{Tangles}^{\lambda \otimes \bar{d}} \to \mathcal{Br}(t)$.

**Remark 3.2.** One can also make sense of this cabling procedure more formally in the category-theoretical setting. Namely, one can construct the Karoubi envelope of the additive closure of $\mathcal{Br}(t)$, as explained for example in [2, section 2]. This enlarged category is monoidally generated by primitive idempotents in $\mathcal{Br}(t)$. In fact, for our purposes it would be sufficient to consider a partial Karoubi envelope $\mathcal{Br}(t)$ which is the smallest additive monoidal category containing all images of the primitive idempotents $p_\lambda$. The ribbon structure of $\mathcal{Br}(t)$ induces a ribbon structure on $\mathcal{Br}(t)$, and one obtains immediately a functor $\mathcal{Q}_{\lambda}^d : \text{Tangles}^{\lambda \otimes \bar{d}} \to \mathcal{Br}(t)$.

4. **Link invariants of type A**

**Definition 4.1.** Let $L$ be an oriented framed link.

- The **HOMFLY-PT polynomial** of $L$, denoted by $P_\beta(L)$, is the image element $\mathcal{Q}_{\beta}(L) \in \text{End}_{\mathcal{Br}(\beta)}(\mathbb{1}) = \mathbb{k}$.
- Let $d \in \mathbb{Z}$. The **$d$-polynomial** of $L$, denoted by $P_d(L)$, is the image element $\mathcal{Q}_d(L) \in \text{End}_{\mathcal{Br}(d)}(\mathbb{1}) = \mathbb{k}$.

**Remark 4.2.** It follows immediately from the fact that $\mathcal{Br}(d)$ is defined over $\mathbb{C}[q, q^{-1}]$ that $P_d(L)$ is actually a Laurent polynomial in $\mathbb{C}[q, q^{-1}]$. Similarly, one sees that $P_\beta(L)$ is an element of $\mathbb{C}[q, q^{-1}, q^3, q^{-3}, [\beta]]$.

**Definition 4.3.** Let $L$ be an oriented framed link and $\ell$ be a labeling of its strands.
• The $\ell$–labeled HOMFLY-PT polynomial of $L$, denoted by $P_{\ell}^\beta(L)$, is the image element $Q_{\ell}^\beta(L,\ell) \in \text{End}_{\text{Br}(\beta)}(\emptyset) = k$.

• Let $d \in \mathbb{Z}$. The $\ell$–labeled $d$–polynomial of $L$, denoted by $P_{d}^\ell(L)$, is the image element $Q_{d}^\ell(L,\ell) \in \text{End}_{\text{Br}(d)}(\emptyset) = k$.

Lemma 4.4. The definition above does not depend on the choice of the elements $p_{\lambda}$.

Proof. Suppose $\lambda \vdash N$, and let $p_{\lambda}'$ another choice for a primitive idempotent in $e_{\lambda}H_{N}e_{\lambda}$. Then there is an invertible element $x \in H_{N}$ such that $xp_{\lambda}'x^{-1} = p_{\lambda}$. Since we can slide $x$ around on the cabled strands and cancel it with $x^{-1}$, the independence on the particular choice for $p_{\lambda}$ follows.

Remark 4.5. In the general case, it is not clear to us how one can deduce from this definition that $P_{d}^\ell(L)$ is a Laurent polynomial. If $\ell$ labels every strands by a one-column partition, then this can be deduced using the category $\text{Sp}(\beta)$, introduced by the two authors in [10], which is defined over $\mathbb{C}[q,q^{-1}]$. One can argue analogously if $\ell$ labels every strands by a one-row partition.

Notice that it follows immediately that the $\beta = d$ specialization of the (labeled) HOMFLY-PT polynomial yields the (labeled) $d$–polynomial. We stress that Definition 4.3 is just a reformulation of Reshetikhin-Turaev’s construction:

Proposition 4.6. Let $m,n \in \mathbb{Z}_{\geq 0}$ and let $d = m - n$. Then $P_{d}^\ell(L)$ is the labeled $\mathfrak{gl}_{m|n}$ link invariant (given by the Reshetikhin-Turaev construction).

Proof. Let $\text{Rep}_{m|n}$ denote the category of finite-dimensional representations of $U_{q}(\mathfrak{gl}_{m|n})$. Notice that one can make sense of this also for $m = n = 0$: in this case, $\mathfrak{gl}_{0|0}$ is the trivial (zero-dimensional) Lie algebra, and $\text{Rep}_{0|0}$ is equivalent to the category of finite-dimensional $\mathbb{C}(q)$–vector spaces. The Reshetikhin-Turaev functor $\mathcal{R}_{T_{m|n}} : \text{Tangles}^{\mathfrak{gl}_{m|n}} \rightarrow \text{Rep}_{m|n}$ factors as

\[
\begin{array}{ccc}
\text{Tangles}^{\mathfrak{gl}_{m|n}} & \xrightarrow{Q_{d}^{\mathfrak{gl}_{m|n}}} & \text{Br}(d) \\
\downarrow & & \downarrow \mathcal{G}_{m|n} \\
\mathcal{R}_{T_{m|n}} & \xrightarrow{\mathcal{G}_{m|n}} & \text{Rep}_{m|n}
\end{array}
\]

(For this, one only has to check that the relations (3.1) are satisfied in $\text{Rep}_{m|n}$, and this is well-known, see for example [10, section 3] and references therein.) Moreover, it is easy to see that $\mathcal{G}_{m|n}$ induces an isomorphism between $\text{End}_{\text{Br}(d)}(\emptyset)$ and $\text{End}_{U_{q}(\mathfrak{gl}_{m|n})}(\mathbb{C}(q))$, which are both naturally identified with $\mathbb{C}(q)$. Hence we have $Q_{d}^{\mathfrak{gl}_{m|n}}(L,\ell) = \mathcal{R}_{T_{m|n}}(L,\ell)$.

As an immediate consequence, we obtain the following well-known important result:

Theorem 4.7. The $\mathfrak{gl}_{m|n}$ Reshetikhin-Turaev invariant of links colored by partitions only depends on the difference $m - n$.

In particular, $P_{2}(L)$ is the Jones polynomial of $L$. 
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Symmetry for the HOMFLY-PT polynomial. We conclude this section giving an easy proof of a well-known symmetry of the HOMFLY-PT polynomial, which follows immediately from the existence of an automorphism of the quantized oriented Brauer category.

**Theorem 4.8.** Let \((L, \ell)\) be a labeled link, and let \(\ell^T\) denote the transpose labeling (which labels each strands by the transpose partition). We have

\[
P_\beta^L(q, q^3) = P_{\beta^T}(L)(-q^{-1}, q^3).
\]

**Proof.** In the case \(\beta\) generic, we can define a \(C\)-linear involution \(\tau\) of the quantized walled Brauer category which fixes all tangle diagrams and which sends \(q \mapsto -q^{-1}\). It is immediate to check that the defining relations are satisfied (notice that, since \(\beta\) is generic, \(\tau\) fixes \(q^3\)). It is well-known that by applying \(\tau\) to the Hecke algebra \(H_N\) one interchanges the simple representations \(S(\lambda)\) and \(S(\lambda^T)\). In particular, \(\tau(p_\lambda)\) is conjugated to \(p_{\lambda^T}\). Hence \(P_\beta^L(q, q^3) = \tau(P_\beta^L(q, q^3)) = P_{\beta^T}(L)(-q^{-1}, q^3)\).

Another proof of this symmetry (although in a slightly different formulation) has been given using web categories in [13, proposition 4.4] (see also references therein for older discussions).

For the usual (uncolored) HOMFLY-PT polynomial we get the following property:

**Corollary 4.9.** We have \(P_\beta(L)(q, q^3) = P_{\beta}(L)(-q^{-1}, q^3)\).

**Remark 4.10.** From the proof above it is also absolutely clear why this symmetry holds for the HOMFLY-PT polynomial but fails for the \(d\)-polynomial.

5. Reduced link invariants of type A

In this section we introduce reduced link invariants, following ideas from [5] and related works. The main goal is to get non-trivial invariants also in the case \(d = 0\), and in particular to define the Alexander polynomial. Indeed, we have:

**Lemma 5.1.** If \(d = 0\) then \(P_0^L(L) = 0\) for all links \(L\) and non-trivial labelings \(\ell\).

**Proof.** This follows immediately from Theorem 4.7, since the \(gl_{0|0}\) link invariant is zero if at least one strand is labeled by a non-empty partition.

Given a link \(L\) with a labeling \(\ell\) of its strands and a chosen strand labeled by \(\lambda\), we can cut open this strand and obtain a tangle \(T \in \text{End}_{\text{Tangles}^{\omega\omega}}(1)\). The link \(L\) is obtained as closure of the tangle \(T\):

\[
L = \begin{array}{c} \lambda \\
\end{array} T
\]

(5.1)

Notice that, since the Hecke algebra is semisimple and \(p_\lambda\) is a primitive idempotent, we have \(p_\lambda \text{End}_{\text{Br}^{(\uparrow \lambda)}}(\text{Tangles}^{\omega\omega})) \approx k\). This allows us to give the following definition:

**Definition 5.2.** Let \(L\) be an oriented framed link and \(\ell\) be a labeling of its strands. Regard \(L\) as closure of a tangle \(T\) obtained by cutting open a strand labeled by \(\lambda\), as in (5.1).
• The \( \ell \)-labeled \( \lambda \)-reduced HOMFLY-PT polynomial of \( L \), denoted by \( P^\ell_\beta(L) \), is the scalar \( \alpha \) such that \( Q_\beta^{\ell \delta}(T, \ell) = \alpha p_\lambda \in \text{End}_{Br(\ell)}(1^{[\lambda]}))p_\lambda \).

• Let \( d \in \mathbb{Z} \). The \( \ell \)-labeled \( \lambda \)-reduced \( d \)-polynomial of \( L \), denoted by \( P^d_\ell(L) \), is the scalar \( \alpha \) such that \( Q_\beta^{\ell \delta}(T, \ell) = \alpha p_\lambda \in \text{End}_{Br(d)}(1^{[\lambda]}))p_\lambda \).

Of course, we have to check that the definition does not depend on the chosen strand labeled by \( \lambda \) (and on the particular point we cut on the strand). This is implied by Lemma 5.3 below. First, notice that by applying \( Q_t^{\ell \delta} \) to both sides of (5.1) we get

\[
P_t^d(L) = \text{tr}_{Br(t)} p_\lambda \cdot P^\ell_\beta(L),
\]

where

\[
\text{tr}_{Br(t)} p_\lambda = \bigotimes^{(\lambda)} = P^\lambda_t(\emptyset) \in \text{End}_{Br(t)}(\emptyset).
\]

In particular, if \( \text{tr}_{Br(t)} p_\lambda \) is non-zero then \( P^\ell_\beta(L) \) is well-defined and can be obtained by division from \( P_t^d(L) \), hence the name “reduced”.

**Lemma 5.3.** The invariants \( P^\ell_\beta(L) \) and \( P^d_\ell(L) \) are well defined.

**Proof.** Notice first that if \( d > 0 \) and \( \lambda \) is a partition with at most \( d \) rows, then \( \text{tr}_{Br(d)} p_\lambda \) is the quantum dimension of the irreducible \( U_q(\mathfrak{gl}_d) \)-module with highest weight corresponding to \( \lambda \), hence it is nonzero.

Now, for \( \beta \) generic, \( \text{tr}_{Br(\beta)} p_\lambda \) is always non-zero (since it has to specialize for \( \beta = d \) to \( \text{tr}_{Br(d)}(p_\lambda) \), which for \( d \gg 0 \) is non-zero). Hence \( P^\ell_\beta(L) \) is equal to \( P^d_t(L) \) divided by \( \text{tr}_{Br(\beta)} p_\lambda \), and so it is well-defined.

In the case \( t = d \in \mathbb{Z} \), by construction \( P^d_\ell(L) \) is the specialization of \( P^\ell_\beta(L) \) at \( \beta = d \), hence also \( P^d_\ell(L) \) is well-defined.

Notice that, as follows from the proof of the lemma, for \( \beta \) generic the reduced invariants do not give any more information, since we always have

\[
P^\ell_\beta(L) = \frac{P^d_t(L)}{\text{tr}_{Br(\beta)} p_\lambda}.
\]

On the other hand, in the specialized case \( t = d \) it often happens that \( \text{tr}_{Br(d)} p_\lambda = 0 \), and hence the invariant \( P^d_t(L) \) is zero as long as one of the strands is labeled by such a \( \lambda \), while the reduced invariant \( P^\ell_\beta(L) \) may be non-zero (cf. also Remark 5.6 below).

Let us denote by \( H_{m|n} \) the set of hook partitions of type \( m|n \) (i.e. the partitions \( \lambda \) with \( \lambda_{m+1} \leq n \)). Then we have the following counterpart of Proposition 4.6:

**Proposition 5.4.** Let \( m, n \in \mathbb{Z}_{\geq 0} \) and let \( d = m - n \). Suppose \( \lambda \in H_{m|n} \). Then \( P^\ell_\beta(L) \) is the \( \lambda \)-reduced \( \ell \)-labeled \( \mathfrak{gl}_{m|n} \) link invariant (given by the Reshetikhin-Turaev construction). In particular, this link invariant only depends on \( m - n \).

**Proof.** The proof is analogous to the proof of Proposition 4.6. Since \( \lambda \in H_{m|n} \), the image of \( p_\lambda \) in \( \text{Rep}_{m|n} \) is non-zero (it projects onto one copy of the simple \( U_q(\mathfrak{gl}_{m|n}) \)-module \( L(\lambda) \) labeled by \( \lambda \)). In particular, \( Z_{m|n} \) induces an isomorphism between the idempotent truncation \( p_\lambda \text{End}_{Br(d)}(\uparrow^{[\lambda]}))p_\lambda \) and \( \text{End}_{U_q(\mathfrak{gl}_{m|n})}(L(\lambda)) \), which are both naturally identified with \( \mathbb{C}(q) \). Hence the claim follows from the commutativity of (4.1).
A NOTE ON THE $\mathfrak{gl}_{m|n}$ LINK INVARIANTS AND THE HOMFLY-PT POLYNOMIAL

Corollary 5.5. The link invariant $P_{\mathfrak{gl}}^0(L)$ is (up to rescaling) the Alexander polynomial of $L$.

Proof. This follows from the proposition above together with [12, theorem 4.10]. Alternatively, one can argue that, up to rescaling, $P_{\mathfrak{gl}}^0$ satisfies the skein relations of the Alexander polynomial (see for example [12, (4.23) and (4.24)]).

Remark 5.6. In the above proposition it is crucial to assume that $m,n$ are big enough so that $\lambda \in H_{m|n}$. This makes a big difference with Proposition 4.6. Indeed, Proposition 4.6 implies that the labeled $\mathfrak{gl}_{m|n}$ link invariant vanishes as long as one strand is labeled by a partition $\lambda$ such that $\lambda / \not\in H_{m-k|n-k}$ for some $k \geq \min\{m,n\}$. For example, the $\mathfrak{gl}_{2|1}$ link invariant always vanishes if one strand is labeled by a partition with more than one row. On the other side, Proposition 5.4 does not imply that the $\lambda$–reduced $\mathfrak{gl}_{2|1}$ link invariant vanishes if the $\mathfrak{gl}_{2|1}$ does. In particular, it does not imply that the $\lambda$–reduced $\mathfrak{gl}_{2|1}$ invariant vanishes if $\lambda$ has more than one row.
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