The classical Crofton formula of integral geometry expresses the area of a $k$-

dimensional surface in Euclidean space as an integral, with respect to an invariant

measure, of the number of intersection points with affine flats of the complementary
dimension. This paper surveys attempts that have been made to obtain similar
results in finite-dimensional normed spaces and in projective Finsler spaces. The
stress is on relations to the theory of general (non-smooth) convex bodies and in
particular to the geometry of zonoids.

The starting point of this introductory survey is a classical formula of in-
tegral geometry in Euclidean space. It interprets the volume of a subman-
ifold as the measure of the set of flats of complementary dimension that
hit the submanifold (counted with multiplicities). More precisely, let $M$ be
a $k$-dimensional $C^1$ submanifold of Euclidean space $\mathbb{R}^n$, where $n \geq 2$
and $k \in \{1, \ldots, n - 1\}$, and let $\lambda_k$ be the $k$-dimensional differential-geometric
surface area measure. Let $A(n, j)$ denote the affine Grassmannian of $j$-
flats ($j$-dimensional affine subspaces) of $\mathbb{R}^n$. It carries an essentially unique
Haar measure $\mu_j$ (a rigid motion invariant positive Borel measure which
is finite on compact sets and not identically zero). An integral-geometric
result known as the Crofton formula says that

$$\int_{A(n, n-k)} \text{card}(E \cap M) \mu_{n-k}(dE) = a_{nk} \lambda_k(M),$$

where the constant $a_{nk}$ depends on the normalization of the measure $\mu_{n-k}$
(see, e.g., Santaló, p. 245, (14.69)).
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In the following, we are interested in generalizations of (1) beyond Euclidean geometry and in reverse questions of the following kind. Suppose we are given a notion of area of $k$-dimensional surfaces that replaces $\lambda_k$; is it possible to represent it in the form (1)? In other words, we ask whether there exists a measure replacing $\mu_{n-k}$ in (1) so that the analogue of (1) holds for a large class of submanifolds $M$. By a measure on a locally compact space we understand in this survey a signed measure on the Borel sets of the space, which is finite on compact sets. A positive measure is a measure attaining only nonnegative values. A measure satisfying the generalized version of (1) as explained will be called a Crofton measure for the given notion of area. If such a formula exists, it connects metric notions, namely areas, with affine notions, namely flats; therefore, the existence can only be expected in situations where metric and affine structures are tied together in some way. A natural geometric environment of this kind is provided by the (general) projective Finsler spaces. Projective Finsler metrics are a special case of the projective metrics appearing in Hilbert’s fourth problem. It is, in fact, the integral-geometric approach to Hilbert’s fourth problem from which a natural development has led to the investigation of Crofton type formulas in projective Finsler spaces. We begin, therefore, our survey with a brief sketch of Hilbert’s fourth problem and the role of integral geometry in its treatment.

1. The Integral-geometric Approach to Hilbert’s Fourth Problem

The fourth problem in Hilbert’s famous collection of 1900, entitled ‘Problem von der Geraden als kürzester Verbindung zweier Punkte’ (Problem of the straight line as the shortest connection of two points), was originally motivated by Hilbert’s investigations into the foundations of geometry. Roughly speaking, it asks for the geometries, defined axiomatically, in which there exists a notion of length for which line segments are the shortest connections of their endpoints. The problem has later seen many transformations, generalizations as well as specializations, and we formulate here only a special case in later terminology:

**H4.** Given an open convex subset $C$ of $\mathbb{R}^n$, determine all complete projective metrics on $C$.

A metric $d$ on $C$ is called projective if it is continuous and satisfies

$$d(p, q) + d(q, r) = d(p, r)$$
whenever \( p, q, r \) are points on a line, in this order. A metric satisfying (2) is also called \textbf{linearly additive}. For a given metric \( d \), the length of a continuous parameterized curve \( \gamma : [a, b] \to C \) is defined by

\[
L(\gamma) := \sup_k \sum_{i=1}^{k} d(\gamma(t_{i-1}), \gamma(t_i)),
\]

where the supremum is taken over all subdivisions \( a = t_0 < t_1 < \cdots < t_k = b, k \in \mathbb{N} \). For the segment \( \overline{pq} \) with endpoints \( p \) and \( q \), (2) implies \( L(\overline{pq}) = d(p, q) \), and every continuous curve \( \gamma \) with endpoints \( p \) and \( q \) satisfies \( L(\gamma) \geq L(\overline{pq}) \). Conversely, let \( L \) be a notion of curve length for which \( L(\overline{pq}) \leq L(\gamma) \) holds for every continuous curve from \( p \) to \( q \). It induces a metric \( d \) by \( d(p, q) := \inf L(\gamma) \), where the infimum is taken over all continuous curves from \( p \) to \( q \). This metric \( d \) then satisfies \( d(p, q) = L(\overline{pq}) \) and, hence, also (2).

The notion of a projective metric is natural and fundamental: two basic structures, a metric and the linear structure of an affine space, are tied together by the compatibility condition (2). The determination of all projective metrics, however, is not an easy task. It is interesting to quote here from Busemann\textsuperscript{21}: "... Specifically, Hilbert asks for the construction of all these metrics and the study of the individual geometries. It is clear from Hilbert’s comments that he was not aware of the immense number of these metrics, so that the second part of the problem is not a well posed question and has inevitably been replaced by the investigation of special, or special classes of, interesting geometries.”

There are two classical examples of projective metrics, already given by Hilbert with the formulation of his fourth problem. The first example is that of a \textbf{Minkowski space}, that is, \( \mathbb{R}^n \) with the metric induced by a norm \( \| \cdot \| \). In that case, the distance defined by \( d(x, y) = \| x - y \| \) is invariant under translations. The metrics coming from a norm are precisely the translation invariant projective metrics on \( \mathbb{R}^n \). The second example is what is now called a \textbf{Hilbert geometry}. Here it is assumed that the open convex set \( C \) is bounded. For \( x, y \in C, x \neq y \), let \( a, b \) be the points where the line through \( x \) and \( y \) meets the boundary of \( C \), so that \( a, x, y, b \) appear in this order on the line. With an auxiliary Euclidean norm \( | \cdot | \), define

\[
d(x, y) := \ln \frac{|x - b| |y - a|}{|y - b| |x - a|}.
\]

(3)

Then \( d \) is a projective metric on \( C \).

Further examples of projective metrics do not easily come to mind. However, a wealth of them can be constructed by a nice integral-geometric
approach suggested by Busemann, around 1960 (see Busemann 20, 19). Take any positive measure \( \mu \) on the space \( A(n, n - 1) \) of hyperplanes of \( \mathbb{R}^n \) which satisfies
\[
\mu(\{ H \in A(n, n - 1) : p \in H \}) = 0 \quad \text{for each } p \in \mathbb{R}^n
\]
and
\[
0 < \mu(\{ H \in A(n, n - 1) : H \cap \overline{pq} \neq \emptyset \}) < \infty \quad \text{for } p \neq q.
\]
If we define
\[
d(p, q) := \mu(\{ H \in A(n, n - 1) : H \cap \overline{pq} \neq \emptyset \})
\]
for \( p, q \in \mathbb{R}^n \), then \( d \) is a projective metric. The triangle inequality \( d(p, r) \leq d(p, q) + d(q, r) \) follows from the fact that every hyperplane meeting the segment \( \overline{pq} \) has to meet one of the segments \( \overline{pq} \) or \( \overline{qr} \). When \( q \) lies in the segment \( \overline{pr} \), then obviously (2) holds.

The question immediately arises whether this construction produces all projective metrics on \( \mathbb{R}^n \). For the plane, the answer is affirmative. In independent work of Pogorelov 36, Ambartzumian 13, Alexander 4, the following result was shown, in varying degrees of generality and with different formulations:

**Theorem 1.1.** The equation (6) establishes a linear isomorphism between the cone of projective metrics on \( \mathbb{R}^2 \) and the cone of positive measures \( \mu \) on the space \( A(2, 1) \) of lines in \( \mathbb{R}^2 \) satisfying (4) and (5).

In dimensions greater than two, the situation is different; not every projective metric on \( \mathbb{R}^n, n \geq 3 \), can be obtained by Busemann’s construction with a measure. This is already seen from the example of Minkowski spaces. The study of this case leads us in the next section to the zonoid equation, which plays an important role later on.

**2. The Zonoid Equation**

It is convenient in the following to use an auxiliary Euclidean structure on \( \mathbb{R}^n \), given by a scalar product \( \langle \cdot, \cdot \rangle \) with induced Euclidean norm \( |\cdot| \). Then \( S^{n-1} := \{ u \in \mathbb{R}^n : |u| = 1 \} \) is the Euclidean unit sphere. By \( \sigma \) we denote the spherical Lebesgue measure on \( S^{n-1} \). With the aid of the scalar product, we parameterize the hyperplanes \( H \in A(n, n - 1) \) in the form
\[
H_{u,t} = \{ x \in \mathbb{R}^n : \langle x, u \rangle = t \}
\]
with \( u \in S^{n-1} \) and \( t \in \mathbb{R} \).
Now let $|| \cdot ||$ be a norm on $\mathbb{R}^n$. Then

$$B := \{ x \in \mathbb{R}^n : ||x|| \leq 1 \}$$

is the unit ball of the Minkowski space $(\mathbb{R}^n, ||\cdot||)$. We use the scalar product to identify $\mathbb{R}^n$ with its dual space, and hence identify the dual unit ball with the polar body of $B$,

$$B^o := \{ u \in \mathbb{R}^n : \langle u, x \rangle \leq 1 \ \forall \ x \in B \}.$$

Then

$$h(B^o, \cdot) = || \cdot ||$$

is the support function of $B^o$.

Suppose now that the projective metric $d$ with $d(x, y) = ||x - y||$ can be generated by (6), with a measure $\mu$ on $A(n, n - 1)$ satisfying (4) and (5). It can be shown (Alexander$^2$) that such a measure is unique. Since $d$ is translation invariant, the uniqueness implies that $\mu$ is translation invariant.

We call the translation invariant measure $\mu$ on $A(n, n - 1)$ satisfying

$$\|x - y\| = \int_{A(n, n-1)} \text{card}(H \cap xy) \mu(dH) \quad \text{for } x, y \in \mathbb{R}^n \quad (7)$$

a Crofton measure for the norm $|| \cdot ||$. This is the simplest case of a Crofton measure for which there is a non-trivial existence problem; more general Crofton measures are the main topic of this survey.

The translation invariant (and, as generally assumed, locally finite) measure $\mu$ can be decomposed: there exists a finite measure $\varphi$ on the sphere $S^{n-1}$ such that

$$\int_{A(n, n-1)} f \, d\mu = \int_{S^{n-1}} \int_{-\infty}^{\infty} f(H_{u,t}) \, dt \, \varphi(du) \quad (8)$$

holds for every nonnegative measurable function $f$ (see, for example, Schneider and Weil$^4$ Satz 4.1.1, also for measures on $A(n,j)$). Since $H_{u,t} = H_{-u,-t}$, the measure $\varphi$ can be assumed to be even (i.e., to satisfy $\varphi(A) = \varphi(-A)$ for Borel sets $A \subset S^{n-1}$). Now the assumed representation (6), or (7), gives

$$\|x\| = d(0, x) = \int_{S^{n-1}} \int_{-\infty}^{\infty} \mathbf{1}_{\{H_{u,t} \cap 0x \neq \emptyset\}} \, dt \, \varphi(du),$$

hence

$$h(B^o, x) = \int_{S^{n-1}} |\langle u, x \rangle| \varphi(du). \quad (9)$$
The equation
\[ f(x) = \int_{S^{n-1}} |\langle u, x \rangle| \varphi(du), \quad x \in \mathbb{R}^n, \] (10)
or specialized to
\[ f(x) = \int_{S^{n-1}} |\langle u, x \rangle| g(u) \sigma(du), \quad x \in \mathbb{R}^n, \] (11)
where \( f \) is a given even function and either the measure \( \varphi \) or the measurable function \( g \) is required, is known as the zonoid equation. This terminology has the following geometric background. Let \( Z \subset \mathbb{R}^n \) be a convex body whose support function can be represented in the form
\[ h(Z,v) = \int_{S^{n-1}} |\langle u,v \rangle| \varphi(du), \quad v \in S^{n-1}, \] (12)
with a positive even measure \( \varphi \) on \( S^{n-1} \). If \( \varphi \) has finite support, then \( h(Z, \cdot) \) is the sum of the support functions of finitely many (line) segments, hence \( Z \) is the vector sum of finitely many segments. The convex bodies which are sums of finitely many segments are precisely the polytopes all of whose faces are centrally symmetric; they are called zonotopes, since their facets are arranged in zones. A convex body which can be approximated, in the Hausdorff metric, by zonotopes, is called a zonoid. Every zonoid has a centre of symmetry. A convex body with symmetry centre 0 is called centred. The convex bodies \( Z \) representable by (12) with a positive measure \( \varphi \) are precisely the centred zonoids. If \( \varphi \) is not necessarily positive, then it is called a generalized zonoid. If (12) holds with an even measure \( \varphi \), then \( \varphi \) is called the generating measure of \( Z \), and a continuous density of \( \varphi \) with respect to \( \sigma \), if it exists, is called the generating function of \( Z \).

If (10) is satisfied with an even measure \( \varphi \), then we can use (8) to define a translation invariant measure \( \mu \) on \( A(n,n-1) \), and this satisfies (7).

About the zonoid equation, the following is known, for example. An even measure \( \varphi \) satisfying (10) for given \( f \) is uniquely determined. If the even function \( f \) is sufficiently often differentiable (where ‘sufficient’ increases with the dimension), then (11) has a continuous solution \( g \). This result goes back to Blaschke; a rigorous proof specifying differentiability assumptions was given in Schneider\(^{38}\); or see Schneider\(^{40}\), Th. 3.5.3. From this it follows that in the set of centrally symmetric convex bodies the generalized zonoids are dense, whereas the set of zonoids is closed and nowhere dense. Not every centrally symmetric convex body is a generalized zonoid.
It follows from Schneider\textsuperscript{39}, Lemma 6.1, that a convex body which has a face without a centre of symmetry cannot be a generalized zonoid.

For the existence of Crofton measures for norms, this has the following consequences.

**Theorem 2.1.** A Crofton measure for a norm exists if and only if the polar unit ball of the norm is a generalized zonoid.

For every sufficiently smooth norm on $\mathbb{R}^n$ there exists a Crofton measure, even one with a continuous density with respect to the motion invariant measure.

There are norms, for example that of $\ell_\infty^n$, for which no Crofton measure exists.

The existence of a positive Crofton measure is a much more restrictive property of a norm. To see this, choose $m$ points $p_1, \ldots, p_m \in \mathbb{R}^n$ and integers $N_1, \ldots, N_m$ with $\sum_{i=1}^m N_i = 1$. Let $H$ be a hyperplane not incident with one of the points $p_1, \ldots, p_m$, and let $H^+, H^-$ be the two closed halfspaces bounded by $H$. Then

$$\sum_{i<j} 1\{p_i p_j \cap H \neq \emptyset\} N_i N_j$$

$$= \left( \sum_{p_i \in H^+} N_i \right) \left( \sum_{p_j \in H^-} N_j \right) = \left( \sum_{p_i \in H^+} N_i \right) \left( 1 - \sum_{p_i \in H^+} N_i \right) \leq 0.$$  

If now (7) holds with a positive measure $\mu$, then integration over all hyperplanes with respect to $\mu$ gives

$$\sum_{i<j} d(p_i, p_j) N_i N_j \leq 0. \quad (13)$$

A metric $d$ satisfying (13) for all $m$-tuples $(N_1, \ldots, N_m)$ of integers which sum to one, all $m \in \mathbb{N}$, and all $p_1, \ldots, p_m \in \mathbb{R}^n$, is called a hypermetric. We say that the Minkowski space $(\mathbb{R}^n, \| \cdot \|)$ is hypermetric if its induced metric $d$ is a hypermetric.

We have shown: if $B^o$ is a zonoid, then $(\mathbb{R}^n, \| \cdot \|)$ with $\| \cdot \| = h(B^o, \cdot)$ is hypermetric. The converse is also true, but lies deeper (references are in Schneider and Weil\textsuperscript{46}, p. 301). We collect the results in the following theorem.

**Theorem 2.2.** For a norm $\| \cdot \|$ on $\mathbb{R}^n$ with unit ball $B$, the following conditions are equivalent:

...
(a) There exists a positive Crofton measure for $|| \cdot ||$.
(b) The polar unit ball $B^n$ is a zonoid.
(c) The Minkowski space $(\mathbb{R}^n, || \cdot ||)$ is hypermetric.

The theorems of this section already indicate the role that zonoids and generalized zonoids play for the study of Crofton measures. This important role becomes even more evident in the generalizations considered in the sequel.

Surveys on zonoids were written by Bolker\textsuperscript{17}, Schneider and Weil\textsuperscript{46}, Goodey and Weil\textsuperscript{31}. For background material on hypermetrics, we refer to Kelly\textsuperscript{34} and to Deza and Laurent\textsuperscript{24}.

3. Projective Finsler Spaces

Projective Finsler spaces are intermediate between Minkowski spaces and general projective metrics, in different respects. First, for a Finsler space, every tangent space is a Minkowski space. Second, sufficiently smooth projective metrics are induced from Finsler metrics, and projective metrics can be approximated, uniformly on compact sets, by smooth projective Finsler metrics.

In the following, we canonically identify the tangent space $T_x\mathbb{R}^n$ of $\mathbb{R}^n$ at the point $x$ with $\mathbb{R}^n$. Projective Finsler metrics can be defined on open convex subsets $C$ of $\mathbb{R}^n$. We define a (general) Finsler metric on $C$ as a continuous function $F: C \times \mathbb{R}^n \to [0, \infty)$ with the property that $F(x, \cdot)$ is a norm on $\mathbb{R}^n$, for each $x \in C$. Thus, we consider here only symmetric Finsler metrics, and we dispense with the differentiability assumptions common in Finsler geometry; this is a natural approach when we want to generalize arbitrary Minkowski spaces and Hilbert geometries. The length of a parameterized $C^1$ curve $\gamma: [a, b] \to C$ is defined by $\int_a^b F(\gamma(t), \gamma'(t)) \, dt$. The Finsler space $(C, F)$ is called projective if line segments are shortest curves connecting their endpoints; here it is not required that shortest connections are unique. The Finsler metric $F$ induces a metric $d_F$ by defining $d_F(p, q)$ as the infimum of the lengths of all piecewise $C^1$ curves connecting the points $p, q \in C$. If $(C, F)$ is projective, then the segment $\overline{pq}$ has length $d_F(p, q)$. If the metric $d_F$ is a hypermetric, then the Finsler space $(C, F)$ is called hypermetric.

We have already seen in Theorem 2.1 that, with regard to the existence of Crofton measures, there are essential differences between the smooth and non-smooth cases. For this reason, we have also to consider smooth Finsler
metrics. The Finsler metric $F$ is said to be smooth if $F$ is of class $C^\infty$ on $C \times (\mathbb{R}^n \setminus \{0\})$. (The further assumption common in Finsler geometry, namely that $F(x, \cdot)^2$ has positive definite Hessian on $\mathbb{R}^n \setminus \{0\}$, is not needed in the following.) If $F$ is a (smooth) Finsler metric on $C$, then $(C, F)$ is called a (smooth) Finsler space.

Let $(C, F)$ be a Finsler space. For each $x \in C$, $\| \cdot \|_x$ is a norm on $T_x \mathbb{R}^n = \mathbb{R}^n$, and the sets $B_x := \{ \xi \in \mathbb{R}^n : F(x, \xi) \leq 1 \}$, $B^o_x := \{ u \in \mathbb{R}^n : \langle u, \xi \rangle \leq 1 \ \forall \xi \in B_x \}$ are, respectively, the unit ball and polar unit ball of this norm. The body $B_x$ is also called the indicatrix, and $B^o_x$ is called the figuratrix, of the Finsler metric $F$ at $x$. The role of the figuratrix in the calculus of variations is explained in Blaschke.\(^{16}\)

If the Finsler space is hypermetric, then it can be shown (see Alexander\(^2\)) that also the metric induced by $\| \cdot \|_x$ is a hypermetric, hence $B^o_x$ is a zonoid, for each $x \in C$.

Examples for projective Finsler spaces are, of course, the Minkowski spaces, but also the Hilbert geometries, since their metric is projective and is induced from a Finsler metric. This is seen as follows. Let $K \subset \mathbb{R}^n$ be a convex body with interior points and let $C$ be its interior. For distinct points $x, y \in C$, the Hilbert distance $d(x, y)$ is defined by (3); together with $d(x, x) = 0$ this defines a projective metric $d$ on $C$ for which $(C, d)$ is complete. With $x, y, a, b$ as in (3), let $u \in \mathbb{R}^n \setminus \{0\}$ be a vector such that $b = x + t_1 u, a = x - t_2 u$ with $t_1, t_2 > 0$. For $\lambda > 0$ with $x + \lambda u \in C$ we have

$$d(x, x + \lambda u) = \ln \frac{t_1(t_2 + \lambda)}{(t_1 - \lambda)t_2}$$

and hence

$$F(x, u) := \lim_{\lambda \to 0} \frac{1}{\lambda} d(x, x + \lambda u) = \frac{1}{t_1} + \frac{1}{t_2}.$$}

This gives

$$\int_0^1 F(x + \tau(y - x), y - x) d\tau = \int_0^1 \left( \frac{1}{t_1 - \tau} + \frac{1}{t_2 + \tau} \right) d\tau = \ln \frac{t_1(t_2 + 1)}{(t_1 - 1)t_2} = d(x, y).$$

Denoting by $\rho(M, \cdot)$ the radial function of a convex body $M$, we have

$$t_1 = \rho(K - x, u), \quad t_2 = \rho(K - x, -u).$$
and hence (using Schneider\textsuperscript{40}, Remark 1.7.7)

\[ F(x, u) = h((K - x)^o, u) + h((K - x)^o, -u) = h((K - x)^o - (K - x)^o, u). \]

We put \((K - x)^o := K^x\) and have \(K^x - K^x = DK^x\), where D denotes the difference body operator, thus

\[ F(x, \cdot) = h(DK^x, \cdot) \]

(definition \(F(x, 0) := 0\)). This shows that \(F(x, \cdot)\) is a norm on \(\mathbb{R}^n\), and its dual unit ball at \(x \in C\) is given by

\[ B^o_x = DK^x. \]  

Together with the observations above, this yields that \((C, F)\) is a projective Finsler space, and its induced metric \(d_F\) is equal to \(d\) (observe that \(d_F(x, y)\) can also be obtained as the infimum of the Finsler lengths of all polygonal curves joining \(x\) and \(y\)).

From now on we restrict ourselves, for simplicity of presentation, to Finsler metrics on \(\mathbb{R}^n\).

We turn to Crofton measures. By a Crofton measure for the Finsler metric \(F\) we understand a measure \(\eta\) on \(A(n, n - 1)\) with the property that

\[ d_F(p, q) = \int_{A(n, n - 1)} \text{card}(H \cap \mathbb{P}^n) \eta(dH) \quad \text{for } p, q \in \mathbb{R}^n. \]  

We will now sketch how Pogorelov\textsuperscript{36} established the existence of Crofton measures for smooth projective Finsler metrics, using the zonoid equation.

Let \(F\) be a smooth projective Finsler metric on \(\mathbb{R}^n\). Since lines are extremals of the length integral, they must satisfy the Euler-Lagrange equations. From this, Pogorelov\textsuperscript{36}, p. 63, deduces that

\[ \frac{\partial^2 F(x, \xi)}{\partial x_i \partial \xi_j} = \frac{\partial^2 F(x, \xi)}{\partial x_j \partial \xi_i} \]  

for \(x = (x_1, \ldots, x_n)\), \(\xi = (\xi_1, \ldots, \xi_n) \neq 0\) and \(i, j = 1, \ldots, n\). (In a special case, this was already done by Hame\textsuperscript{33}. See Álvarez and Fernandes\textsuperscript{10} for a short proof of a generalization.) For every fixed \(x \in \mathbb{R}^n\), Pogorelov now solves the zonoid equation for the function \(F(x, \cdot)\). Since this function is of class \(C^\infty\), there exists a continuous even function \(\gamma(x, \cdot)\) on \(S^{n-1}\) such that

\[ F(x, \xi) = \int_{S^{n-1}} |(\xi, u)| \gamma(x, u) \sigma(du) \quad \text{for } \xi \in \mathbb{R}^n. \]  

Different from the approach in Pogorelov\textsuperscript{36}, this can be done by using expansions in spherical harmonics, as in Schneider\textsuperscript{38} (see also Szabó\textsuperscript{49}). With
the aid of the estimates obtained in Schneider\textsuperscript{38}, one can then show that the function $\gamma$ satisfies the differentiability assumptions, also with respect to the coordinates of $x$, to allow the following procedure. An argument of Pogorelov\textsuperscript{36}, p. 63, deduces from (16) and (17) that

$$
\int_{S_\xi} \left( \frac{\partial \gamma(x,u)}{\partial x_i} u_j - \frac{\partial \gamma(x,u)}{\partial x_j} u_i \right) \sigma(du) = 0
$$

holds for $i,j = 1, \ldots, n$ and all $\xi \in S^{n-1}$, where $S_\xi := \{ u \in S^{n-1} : \langle \xi, u \rangle > 0 \}$. Since $\gamma(x,\cdot)$ is even, the integrand here is an odd function. An odd continuous function on $S^{n-1}$ with vanishing integrals over all hemispheres is identically zero (a result due to Funk\textsuperscript{27}; see Schneider\textsuperscript{39}, Korollar 3.2, for a proof of an extension, and Groemer\textsuperscript{32}, Section 3.4, for a systematic treatment of the ‘hemispherical transformation’ and similar transformations by means of spherical harmonics). It results that

$$
\frac{\partial \gamma(x,u)}{\partial x_i} u_j - \frac{\partial \gamma(x,u)}{\partial x_j} u_i = 0
$$

for $(x,u) \in \mathbb{R}^n \times S^{n-1}$. This means that, for fixed $u \in S^{n-1}$, the gradient of $\gamma(\cdot, u)$ is proportional to $u$, hence $\gamma(\cdot, u)$ is constant on every hyperplane with normal vector $u$. Therefore, we can define a continuous function $\Gamma : A(n,n-1) \to \mathbb{R}$ by letting $\Gamma(H)$, for $H \in A(n,n-1)$, be the value that $\gamma(\cdot, u)$ attains on $H$, if $u$ is a unit normal vector of $H$ (it does not matter whether we choose $u$ or $-u$, since $\gamma(\cdot, u) = \gamma(\cdot, -u)$). Let $\eta$ be the measure on $A(n,n-1)$ which has the function $\Gamma$ as a density with respect to the rigid motion invariant measure (corresponding to the Euclidean structure) on $A(n,n-1)$, suitably normalized. We make this more explicit, and at the same time fix a normalization. Since $\gamma(\cdot, u)$ is constant on the hyperplane $H_{u,t}$, we can define a continuous function $g : S^{n-1} \times \mathbb{R} \to \mathbb{R}$ with $g(u,t) = g(-u,-t)$ by means of $\gamma(x,u) = g(u,\langle x,u \rangle)$. Then we can define the measure $\eta$ by

$$
\int_{A(n,n-1)} f \, d\eta := \int_{S^{n-1}} \int_{-\infty}^{\infty} f(H_{u,t}) g(u,t) \, dt \, \sigma(du)
$$

for every nonnegative measurable function $f$ on $A(n,n-1)$. The signed measure $\eta$ satisfies (15). This is shown by Pogorelov\textsuperscript{36} (for $n = 2, 3$), see also Szabó\textsuperscript{49}, but will also follow from more general formulas below.

Since $F(x,\cdot) = \| \cdot \|_x$ is the support function of the polar unit ball $B^*_x$, we can write (17) in a form which will later be useful. So far, the following has been obtained.
Theorem 3.1. If \((\mathbb{R}^n, F)\) is a smooth projective Finsler space, then there exists a uniquely determined continuous function \(g : S^{n-1} \times \mathbb{R} \to \mathbb{R}\) with \(g(u, t) = g(-u, -t)\) such that
\[
h(B^o_x, \xi) = \int_{S^{n-1}} |\langle \xi, u \rangle| g(u, \langle x, u \rangle) \sigma(du) \quad \text{for } x, \xi \in \mathbb{R}^n.
\]
(19)
Therefore, a Crofton measure exists for the metric \(d_F\).

The equation (19) has, in particular, the following consequence. For \(x, y \in \mathbb{R}^n\), the generating functions of \(B^o_x\) and \(B^o_y\) coincide on the subsphere \(S_{x-y}\), where \(S_u := S^{n-1} \cap u^\perp\); here \(u^\perp\) is the linear subspace through \(0\) orthogonal to \(u\). Thus, in a smooth projective Finsler space, the unit balls at different points are strongly tied together and can never be chosen independently. Considerations on the construction of projective Finsler metrics are found in Hamel\(^\text{33}\) and Ambartzumian and Oganian\(^\text{14}\).

To obtain the above results, strong smoothness assumptions are necessary, though weaker differentiability assumptions than \(C^\infty\) are sufficient. For general projective metrics, there are approximation results due to Pogorelov\(^\text{36}\) (for \(n = 2, 3\)) and Szabó\(^\text{49}\). These authors have shown that projective metrics can be approximated suitably by smooth projective Finsler metrics. The corresponding sequences of Crofton measures will in general not contain vaguely convergent subsequences, so that the value of these approximations is limited. This is different, though, if the measures are positive. Therefore, further conclusions can be drawn in the case of projective hypermetrics. In that case, Alexander\(^\text{2}\) has shown that also the approximating Finsler spaces are hypermetric and that, therefore, all the local polar unit balls are zonoids. The corresponding Crofton measures are then positive measures, and Alexander\(^\text{2}\) was able to deduce the following result.

Theorem 3.2. The equation (6) establishes a linear isomorphism between the cone of projective hypermetrics on \(\mathbb{R}^n\) and the cone of positive measures \(\mu\) on the space \(A(n, n-1)\) of hyperplanes in \(\mathbb{R}^n\) satisfying (4) and (5).

This can be considered as a solution of Hilbert’s fourth problem for the special case of projective hypermetrics. For smooth projective Finsler metrics, Pogorelov’s and Szabó’s results establish the existence of a Crofton measure. This is in general not positive, but has been called quasi-positive, since it has the following property. If \(\overline{xy}\) and \(\overline{yz}\) are non-collinear segments, then the measure of the set of hyperplanes intersecting both segments is positive. An effective criterion for quasi-positive measures seems
to be lacking, so that the construction does not yield a complete explicit description of the smooth projective Finsler metrics. The remaining question is essentially the same as the question for the conditions which a function $g$ in (19) has to satisfy so that the integral defines a support function. With these remarks, we leave Hilbert’s fourth problem, since our main concern is the existence of Crofton measures for higher dimensional areas instead of lengths. We mention, however, that a thorough investigation of general projective metrics was undertaken by Szabó\textsuperscript{49}, and that in the smooth case there is an elegant approach via symplectic geometry due to Álvarez\textsuperscript{5}. Álvarez\textsuperscript{4} has also written a beautiful introduction, at an elementary level, to the planar case of Hilbert’s fourth problem.

4. Notions of Area

Generalizing Hilbert’s fourth problem, Busemann\textsuperscript{20,19} proposed to study axiomatically defined notions of $k$-dimensional areas in $n$-dimensional affine spaces for which $k$-flats minimize area. In close connection with this, he also suggested to study the $k$-dimensional areas that satisfy a Crofton formula. A different approach to Crofton type results are the analytic investigations of Gelfand and Smirnov\textsuperscript{29}, Álvarez, Gelfand and Smirnov\textsuperscript{11} on Crofton $k$-densities, aiming at connecting the two classical integral geometries, that of Poincaré, Blaschke, Chern on the one hand, and the integral geometry of Radon transforms on the other hand.

In the following, we are interested in Crofton type questions for areas in Minkowski and projective Finsler spaces, avoiding smoothness assumptions where possible, and emphasizing the connections to zonoid theory. General references for volumes and areas in Minkowski and Finsler spaces are the book of Thompson\textsuperscript{50} and the article by Álvarez and Thompson\textsuperscript{12}. The latter is a highly recommended survey article, giving a thorough introduction to volumes on normed and Finsler spaces. Insisting on the intrinsic approach as it does, it may for many readers be more satisfactory under formal aspects than the following brief ad hoc introduction, which sacrifices the pureness of approach to a more intuitive presentation and to the ease of calculations.

In an $n$-dimensional Finsler space, there is a natural notion of curve length, but no canonical notion of area for $k$-dimensional submanifolds, if $1 < k \leq n$. Instead, there are several options. This becomes already clear in the case of a Minkowski space $(\mathbb{R}^n, \| \cdot \|)$, which we consider first.

It is natural to assume, and we do this, that any area in $(\mathbb{R}^n, \| \cdot \|)$ should
be invariant under the isometries of the space and thus, in particular, under translations. The $n$-dimensional area, or volume, is thus required to be a translation invariant measure (locally finite, as always) on $\mathbb{R}^n$ and hence is uniquely determined up to a constant factor. This factor can be chosen so that the volume of the unit ball $B$ of the norm $\| \cdot \|$ has some desired value. In an analogous way, for $1 < k < n$, in every $k$-dimensional subspace a notion of $k$-dimensional volume is uniquely determined up to a factor. This factor, however, depends on the subspace. For that reason, there are many possibilities to define a $k$-dimensional area. The geometric properties of such areas can be very different, as will be seen later.

Since a $k$-dimensional area in a Minkowski space should be determined by its metric and thus by its unit ball, up to the freedom of choosing normalizing factors as described above, the following axioms for such an area, essentially going back to Busemann\(^{19}\), are natural. Let $C_k$ denote the set of all $k$-dimensional convex bodies in $\mathbb{R}^n$ which are centrally symmetric with respect to the origin. A $k$-normalization is a function $\alpha_k : C_k \to \mathbb{R}^+$ satisfying the following properties (M1) – (M3):

- (M1) $\alpha_k$ is invariant under linear transformations of $\mathbb{R}^n$,
- (M2) $\alpha_k$ is continuous (with respect to the Hausdorff metric),
- (M3) $\alpha_k(E_k) = \kappa_k$, if $E_k$ is a $k$-dimensional ellipsoid.

If a $k$-normalization $\alpha_k$ is given, the induced Minkowskian $k$-area $\alpha_k^B$ on $(\mathbb{R}^n, \| \cdot \|)$ is defined by

$$\alpha_k^B(M) := \int_M \frac{\alpha_k(B \cap T_x M)}{\lambda_k(B \cap T_x M)} \lambda_k(dx)$$

for any compact $C^1$ submanifold $M$ of $\mathbb{R}^n$; here $T_x M$ is the tangent space of $M$ at $x$ (a subspace of $\mathbb{R}^n$, since we have identified $T_x \mathbb{R}^n$ with $\mathbb{R}^n$). We have attached the upper index $B$ to $\alpha_k^B$ since the area depends on both, the $k$-normalization $\alpha_k$ and the norm $\| \cdot \|$ with unit ball $B$. Further, we have used the auxiliary Euclidean structure, since this is often convenient for calculations, but the definition is independent of the choice of the Euclidean metric. An intrinsic representation is given by (24) below.

In the special case $k = n - 1$, a further axiom plays an important role. To formulate it, we define the scaling function (depending on the auxiliary
Euclidean metric) by
\[ \sigma_{\alpha,B}(u) := |u|^\alpha_n \left( \lambda_n^{-1}(B \cap u^+) \right)^{1/(\alpha_n - 1)} \quad \text{for } u \in \mathbb{R}^n \setminus \{0\}. \]

The fourth axiom demands:

**M4** \( \sigma_{\alpha,B} \) is a norm on \( \mathbb{R}^n \) (for any \( B \)).

The raison d’être for this axiom is the fact that it is equivalent to the area-minimizing property of flat regions; see Álvarez and Thompson\(^{12}\), Section 4, for the explanation of several versions of this equivalence.

If condition **M4** is satisfied, then \( \sigma_{\alpha,B} \) is the support function of a convex body \( I_B \). Suppose that also a Minkowskian volume is given, by an \( n \)-normalization \( \alpha_n \) as above. Then the body \( I_B := (\lambda_n(B)/\alpha_n(B))I_B \) is called the isoperimetrix of the triple \( (\alpha_n^{-1}, \alpha_n, B) \). The name comes from the connection with the isoperimetric problem: among all convex bodies of the same volume, precisely the homothets of the isoperimetrix have the smallest Minkowskian surface area (see Thompson\(^{50}\) or Álvarez and Thompson\(^{12}\)). The chosen normalization makes \( I_B \) independent of the auxiliary Euclidean structure.

Now let \((\mathbb{R}^n, F)\) be a Finsler space. Any Minkowskian notion of \( k \)-area, defined by a \( k \)-normalization \( \alpha_k \), immediately yields a notion of \( k \)-area of \( C^1 \) submanifolds \( M \) in \( \mathbb{R}^n \), just by extending (20) to
\[ \alpha_k^F(M) := \int_M \frac{\alpha_k(B_x \cap T_x M)}{\lambda_k(B_x \cap T_x M)} \lambda_k(dx). \]

There are two special choices of \( k \)-normalizations \( \alpha_k \) leading to important notions of areas, which appear particularly natural from different points of view. The first one is the trivial function
\[ \alpha_k(K) := \kappa_k \quad \text{for all } K \in \mathcal{C}^k, \]
leading to the **Busemann** \( k \)-area,
\[ \beta_k(M) := \int_M \frac{\kappa_k}{\lambda_k(B_x \cap T_x M)} \lambda_k(dx). \]

The second one is the function given by
\[ \alpha_k(K) := \frac{vp(K)}{\kappa_k} \quad \text{for all } K \in \mathcal{C}^k, \]
where \( vp(K) \) is the **volume product** of \( K \), that is, the product of the Euclidean \( k \)-dimensional volumes of \( K \) and its polar body \( K^o \), taken in the
affine hull of $K$; this definition is independent of the choice of the Euclidean metric. This second function yields the **Holmes–Thompson $k$-area**, 

$$\text{vol}_k(M) := \int_M \frac{\lambda_k(B_o^x \cap T_x M)}{\kappa_k} \lambda_k(dx).$$

(23) 

Here $|E|$ denotes orthogonal projection to a subspace $E$, and a result from convex geometry was used to replace $(B_x \cap E)^o$ by $B_o^x|E$.

The definitions are also employed for $k = n$, thus

$$\beta_n(M) := \kappa_n \frac{\lambda_n(M)}{\lambda_n(B)}$$

is the Busemann volume, and

$$\text{vol}_n(M) := \frac{1}{\kappa_n} \lambda_n(B) \lambda_n(M)$$

is the Holmes–Thompson volume of the Borel set $M \subset \mathbb{R}^n$.

The exceptional role of these two area notions is explained by the fact that they are disguised areas appearing in other contexts. The Busemann area of a $k$-dimensional submanifold of the Finsler space $(\mathbb{R}^n, F)$ is its $k$-dimensional Hausdorff measure $\mathcal{H}_F^k$ induced by the metric $d_F$. Proofs that the Busemann $k$-area of a rectifiable subset of a smooth or general Finsler space coincides with its $k$-dimensional Hausdorff measure $\mathcal{H}_F^k$, can be found, in different degrees of generality and with different proofs, in Busemann18, Bellettini, Paolini and Venturini15, Schneider44. The Holmes–Thompson area of a $k$-dimensional submanifold of a Finsler space is the symplectic (or Liouville) volume of its unit co-disc bundle with respect to the induced Finsler metric, divided by the volume of the Euclidean unit ball of dimension $k$.

With the help of the Hausdorff measure $\mathcal{H}_F^k$, formula (21) can be replaced by

$$\alpha_k^P(M) = \frac{1}{\kappa_k} \int_M \alpha_k(B_x \cap T_x M) \mathcal{H}_F^k(dx),$$

(24) 

as shown in Schneider44. This representation is intrinsic, that is, it no longer involves the auxiliary Euclidean metric.

In a Minkowski space (of dimension $n$, with unit ball $B$) both, the Busemann $(n-1)$-area and the Holmes–Thompson $(n-1)$-area, satisfy axiom (M4). Denoting the scaling functions of the Busemann area and the Holmes–Thompson area by $\sigma_B^{\text{BV}}$ and $\sigma_H^{\text{HT}}$, respectively, and the isoperimet-
rices (with respect to the corresponding volumes) by $\sigma_{BU}^B$ and $\sigma_{HT}^B$, respectively, we have

$$\sigma_{BU}^B(u) = \frac{\kappa_{n-1}}{\lambda_{n-1}(B \cap u^\perp)}(B \cap u^\perp), \quad u \in S^{n-1},$$

and

$$\sigma_{HT}^B(u) = \frac{\lambda_{n-1}(B^\circ|u^\perp)}{\kappa_{n-1}}(B \cap u^\perp), \quad u \in S^{n-1}.$$

Thus, the isoperimetric measures are given by

$$I_{BU}^B = \frac{\kappa_{n-1}}{\kappa_n} \lambda_n(B) I^o B,$$

where $I$ is the intersection body operator and $I^o B := (I B)^o$ is the polar intersection body of $B$, and

$$I_{HT}^B = \frac{\kappa_n}{\kappa_{n-1}} \frac{1}{\lambda(B^\circ)} \Pi B^\circ,$$

where $\Pi$ is the projection body operator. For information on intersection and projection bodies, we refer to Schneider\textsuperscript{40} and particularly to Gardner\textsuperscript{28}.

5. Nonexistence and Existence of (Positive) Crofton Measures

Crofton measures will now first be studied in a Minkowski space $\mathbb{R}^n$, with unit ball $B$. We assume that $k \in \{2, \ldots, n-1\}$ and that a Minkowskian area defined by a $k$-normalization $\alpha_k$ satisfying (M1) – (M3), and (M4) in the case $k = n - 1$, is given. By a Crofton measure for the area $\alpha_k^B$ we understand a translation invariant measure $\varphi_{n-k}$ on the affine Grassmannian $A(n, n-k)$ that satisfies

$$\int_{A(n, n-k)} \text{card}(E \cap K) \varphi_{n-k}(dE) = \alpha_k^B(K)$$

for every $k$-dimensional convex body $K$. Thus, in a Minkowski space, we make the translation invariance part of the definition of a Crofton measure. Further, we require the validity of the Crofton type formula (27) only for $k$-dimensional convex bodies $K$. The existence or nonexistence of Crofton measures is already decided in this simple case, and if a Crofton measure exists, then it will later be possible to prove Crofton type formulas for much more general sets.
The question for the existence of Crofton measures for general Minkowskian (and even more general affine) areas goes back to Busemann\textsuperscript{19}, and he has obtained, in a weaker form, the following criterion. Let $G(n,j)$ denote the Grassmannian of $j$-dimensional linear subspaces of $\mathbb{R}^d$. For $E \in G(n,k)$ and $L \in G(n,n-k)$ we denote by $[E,L]$ the absolute $k$-dimensional determinant of the orthogonal projection from $E$ to $L^\perp$. A proof of the following lemma can be found in Schneider and Wieacker\textsuperscript{48}.

**Lemma 5.1.** A Crofton measure for $\alpha_k^B$ exists if and only if there is a finite measure $\psi$ on $G(n,n-k)$ such that

$$\frac{\alpha_k(B \cap E)}{\lambda_k(B \cap E)} = \int_{G(n,n-k)} [E,L] \psi(dL) \quad \text{for } E \in G(n,k).$$

(28)

In the case $k = n-1$, the left-hand side of (28) is the value of the scaling function at the unit normal vector of the $(n-1)$-dimensional linear subspace $E$. In this case, we can replace the integration over $G(n,1)$ by an integration over the unit sphere $S^{n-1}$. Moreover, since we have assumed (M4), the scaling function is the support function of the convex body $I_B$, a multiple of the isoperimetricrix. Equation (28) is thus equivalent to

$$h(I_B,u) = \int_{S^{n-1}} |\langle u, v \rangle| \varphi(dv) \quad \text{for } u \in \mathbb{R}^n,$$

(29)

with a finite even measure $\varphi$ on $S^{n-1}$. Hence, we obtain the following result. The isoperimetrix and the body $I^\circ B$ occurring here depend on additional data (a volume, or the Euclidean metric), but only up to a factor, which is irrelevant.

**Theorem 5.1.** For a Minkowskian $(n-1)$-area a Crofton measure (a positive Crofton measure) exists if and only if the isoperimetrix is a generalized zonoid (a zonoid).

For the Busemann $(n-1)$-area a Crofton measure (a positive Crofton measure) exists if and only if $I^\circ B$, the polar intersection body of the unit ball, is a generalized zonoid (a zonoid).

For the Holmes–Thompson $(n-1)$-area, a positive Crofton measure always exists.

The latter assertion follows from (26) and the fact that projection bodies are zonoids, hence the zonoid equation (29) for the support function of $I_B$ can be solved with a positive measure $\varphi$. 
By Theorem 5.1, the existence of Crofton measures for Minkowskian 
\((n-1)\)-areas is closely connected with the theory of generalized zonoids. 
We will now exploit this connection.

**Theorem 5.2.** There exist Minkowski spaces, for example \(\ell_\infty^n\) and \(\ell_1^n\), for 
which the only Minkowskian \((n-1)\)-area admitting a positive Crofton mea-
 sure is the Holmes–Thompson area (up to a factor).

This was proved in Schneider\(^{41}\). By Theorem 5.1, the proof reduces to a 
question on zonoids, of the following type. The unit ball of the Minkowski 
space in question determines two centred polytopes \(P\) and \(Q\), where \(Q \subset P\), 
\(\mu Q \not\subset P\) for \(\mu > 1\), and \(P\) is a zonotope. One has to show that a zonoid \(Z\) 
satisfying \(Q \subset Z \subset P\) necessarily coincides with \(P\). For example, if \(n = 3\), 
then the pair \((Q,P)\) in the case of \(\ell_\infty^3\) is the pair (octahedron, rhombic 
dodecahedron), and in the case of \(\ell_1^3\) the pair (cuboctahedron, cube). That 
assertions about general Minkowskian surface areas are possible at all, is 
due, roughly speaking, to Axiom \((M1)\) and the fact that for the cube and 
the cross-polytope many central hyperplane sections are linearly equivalent.

In the following, we use the Banach–Mazur distance to topologize the set 
of all \(n\)-dimensional Minkowski spaces (more precisely, the set of isometry 
classes of \(n\)-dimensional Minkowski spaces).

**Theorem 5.3.** In every Minkowski space of sufficiently large dimension \(n\) 
which is sufficiently close to \(\ell_\infty^n\), there exists no positive Crofton measure 
for the Busemann \((n-1)\)-area.

The basic ideas of the proof, given in Schneider\(^{42}\), are the following. Ac-
cording to Theorem 5.1, we have to show that for the spaces in question the 
polar intersection body \(Io B\) of the unit ball \(B\) is not a zonoid. For this, we 
need a lemma expressing that cross-polytopes are very far from zonoids. Let 
\((e_1, \ldots, e_n)\) be an orthonormal basis of \(\mathbb{R}^n\); then 
\(Q := \text{conv}\{\pm e_1, \ldots, \pm e_n\}\) is a cross-polytope.

**Lemma 5.2.** If 
\[0 < \gamma < \gamma_n := 2^{-(n-1)n} \binom{n-1}{\lceil \frac{n-1}{2} \rceil}\]
and \(K\) is a convex body with 
\[Q \subset K \subset \gamma Q,\]
then \(K\) is not a zonoid.
As a side remark, we point out that \( \gamma_n \sim \sqrt{2n/\pi} \) for \( n \to \infty \).

The space \( \ell_\infty^n \) can be identified with \( \mathbb{R}^n \) with unit ball given by the cube \( C \) with vertices \( \pm e_1 \pm \cdots \pm e_n \). We consider the multiple \( \alpha I^o C \) of the polar intersection body of \( C \) that satisfies \( h(\alpha I^o C, e_1) = 1 \). Since \( \alpha I^o C \) has the same symmetries as \( C \), it follows that

\[
Q \subset \alpha I^o C.
\]

Suppose that also

\[
\alpha I^o C \subset \text{int} \lambda_n Q. \quad (30)
\]

If this holds, then \( Q \subset \text{int} \alpha I^o C \subset \text{int} \lambda Q \) for suitable numbers \( a > 1 \) and \( \lambda < \lambda_n \). Since the intersection body operator is continuous, there is a neighbourhood \( U \) of the cube such that for all Minkowskian unit balls \( B \subset U \) the polar intersection body also satisfies

\[
Q \subset \text{int} \alpha I^o B \subset \text{int} \lambda Q.
\]

By Lemma 5.2, \( I^o B \) is not a zonoid, hence there is no positive Crofton measure for the Busemann area in the Minkowski space with unit ball \( B \).

To establish (30), we set \( z = e_1 + \cdots + e_n \) and show that

\[
h(\alpha I^o C, z) < \lambda_n h(Q, z). \quad (31)
\]

If this is proved, then (30) follows by symmetry. Now

\[
h(\alpha I^o C, z) = \frac{\sqrt{n}}{S(n)},
\]

where \( S(n) \) denotes the \( (n-1) \)-volume of the intersection of the cube \( \frac{1}{2} C \) with a hyperplane through its centre and orthogonal to a main diagonal.

It is known (see, for example, Chakerian and Logothetti\(^{23}\)) that

\[
S(n) = \frac{2}{n} \sqrt{\pi} \int_0^\infty \left( \frac{\sin x}{x} \right)^n dx \to \sqrt{6/\pi}
\]

for \( n \to \infty \). From this, it follows that (31) is satisfied for all sufficiently large dimensions \( n \).

**Theorem 5.4.** There exist Minkowski spaces arbitrarily close to the Euclidean space \( \ell_2^n \) in which there exists no positive Crofton measure for the Busemann \((n-1)\)-area.
To obtain this result, one has to construct convex bodies, arbitrarily close to the Euclidean unit ball \( B^n \), for which the polar intersection body is not a zonoid. In Schneider\(^{42} \), this is achieved as follows. Let \( u, z \in S^{n-1} \) be orthogonal unit vectors, and let \( \epsilon > 0 \). Define

\[
B_0 := \text{conv} \left( B^n \cup (1 + \epsilon)(B^n \cap u^\perp) \right)
\]

and \( B := B_0 + \epsilon \text{conv}\{-z, z\} \). By computing the directional derivatives of the section volume function \( v \mapsto \lambda_{n-1}(B \cap v^\perp) \) at \( u \), one can deduce that the face \( F(\mathcal{I}oB, u) \) of the polar intersection body of \( B \) with outer normal vector \( u \) contains an \((n-1)\)-dimensional ball as a summand.

Further, the body \( B \) has a cylindrical part. This implies that there is a neighbourhood \( U \) of the vector \( z \) such that

\[
h(\mathcal{I}oB, y) = h(\mathcal{I}oB, z)(y, z) \quad \text{for } y \in U.
\]

This means that the body \( \mathcal{I}oB \) has a vertex \( z_0 \) with outer normal vector \( z \).

Now assume that \( \mathcal{I}oB \) were a zonoid. Then the face \( F(\mathcal{I}oB, u) \) is a summand of \( \mathcal{I}oB \). In particular, \( \mathcal{I}oB \) has a summand \( K \) which is an \((n-1)\)-dimensional ball. There is a translate \( K' \) of \( K \) such that \( z_0 \in K' \subset \mathcal{I}oB \). But this is not possible, since \( z_0 \) is a vertex of \( \mathcal{I}oB \). Thus \( \mathcal{I}oB \) cannot be a zonoid.

In general, it is difficult to verify that a given convex body is not a zonoid, except in the trivial case where it has a face that is not centrally symmetric. This difficulty is one obstacle for a proof of the following:

**Conjecture.** In the space of \( n \)-dimensional Minkowski spaces, there is a dense subset of spaces in which there is no positive Crofton measure for the Busemann \((n-1)\)-area.

On the other hand, it would be rash to conjecture that a positive Crofton measure for the Busemann area existed only in Euclidean spaces.

**Theorem 5.5.** There exist Minkowski spaces arbitrarily close to \( \ell_2^n \), but not Euclidean, in which there does exist a positive Crofton measure for the Busemann \((n-1)\)-area.

This is proved in Schneider\(^{42} \), by smooth perturbation of the Euclidean unit ball \( B^n \). It is shown that this can be done in such a way that the obtained body \( B_\epsilon \) is convex, centrally symmetric and smooth, but not an ellipsoid, and that for the support function of the polar intersection body \( \mathcal{I}oB_\epsilon \), the zonoid equation still has a positive solution. This means that \( \mathcal{I}oB_\epsilon \)
is a zonoid, hence in the Minkowski space with unit ball $B$, the Busemann $(n-1)$-area admits a positive Crofton measure.

Theorem 5.5 gives a positive answer to the third of the open problems in Chakerian\textsuperscript{22}.

One consequence of the preceding results is the conclusion that the Busemann $(n-1)$-area, although very natural, being a Hausdorff measure, is not suitable for integral geometry, since for it not even the simplest Crofton formulas with positive measures exist in all Minkowski spaces. Even more restrictions arise in Finsler spaces. In a Minkowski space, under strong smoothness assumptions, the zonoid equation (29) for the support function of the isoperimetrix $I_{B}^{n-1}$ has a solution, hence there exists a signed Crofton measure for the Busemann $(n-1)$-area. In a projective Finsler space, even smoothness assumptions are not sufficient to obtain Crofton formulas for the Busemann area. An example to this effect was constructed by Álvarez and Berck\textsuperscript{6}.

For the Holmes–Thompson area, the situation is much better. This is already seen from the last part of Theorem 5.1, asserting that in every $n$-dimensional Minkowski space a positive Crofton measure exists for the Holmes–Thompson $(n-1)$-area $\text{vol}_{n-1}$. For the lower-dimensional Holmes–Thompson areas $\text{vol}_{k}$, the following holds.

**Theorem 5.6.** If in an $n$-dimensional Minkowski space there exists a Crofton measure (a positive Crofton measure) for the norm, then there also exists a Crofton measure (a positive Crofton measure) for $\text{vol}_{k}$, $k = 2, \ldots, n-2$.

This follows from the first part of Theorem 2.1 and the construction in Section 7. There are two main cases where the assumption of Theorem 5.6 is satisfied:

- If the norm $\| \cdot \| = h(B^{o}, \cdot)$ is sufficiently smooth, then $B^{o}$ is a generalized zonoid, hence a Crofton measure for $\text{vol}_{1}$ exists.
- If the Minkowski space $(\mathbb{R}, \| \cdot \|)$ is hypermetric then, by Theorem 2.2, a positive Crofton measure for $\text{vol}_{1}$ exists.

Under either of these two assumptions, smooth or hypermetric, the existence of Crofton measures for the Holmes–Thompson areas of all dimensions extends to projective Finsler spaces, and Crofton formulas for quite general subsets can be proved. For this, more information on generalized zonoids is helpful, and this will be collected in the next section.
6. More on Generalized Zonoids

Let $Z \subset \mathbb{R}^n$ be a generalized zonoid with centre 0. Thus, the support function of $Z$ has an integral representation

$$h(Z, \xi) = \int_{S^{n-1}} |\langle \xi, u \rangle| \rho(du)$$

with a finite (signed) measure $\rho$ on the sphere $S^{n-1}$. This equation can be interpreted as giving half the one-dimensional volume of the orthogonal projection of $Z$ on to the linear subspace spanned by $\xi$. There is an extension to volumes of higher-dimensional projections. By $L(u_1, \ldots, u_k)$ and $[u_1, \ldots, u_k]$ we denote, respectively, the linear subspace spanned by the vectors $u_1, \ldots, u_k$ and the $k$-dimensional (Euclidean) volume of the parallelepiped spanned by these vectors. Let $k \in \{1, \ldots, n\}$ and $E \in A(n, k)$. Then

$$\lambda_k(Z|E) = \frac{2^k}{k!} \int_{S^{n-1}} \cdots \int_{S^{n-1}} [E, L(u_1, \ldots, u_k)^\perp] [u_1, \ldots, u_k] \rho(du_1) \cdots \rho(du_k).$$

The proof given by Weil\(^52\) holds also for signed measures. Equation (33) can be written in a more concise form, after defining the ‘projection generating measure’ $\rho^{(k)}$ on $G(n, k)$ by

$$\rho^{(k)}(A) := c_k \int_{S^{n-1}} \cdots \int_{S^{n-1}} 1_A(L(u_1, \ldots, u_k))[u_1, \ldots, u_k] \rho(du_1) \cdots \rho(du_k)$$

for Borel sets $A \subset G(n, k)$, with $c_k$ given by

$$c_k := \frac{2^k}{k! \kappa_k}.$$

Then (33) takes the form

$$\lambda_k(Z|E) = \kappa_k \int_{G(n, k)} [E, L^\perp] \rho^{(k)}(dL) \quad \text{for } E \in G(n, k).$$

The definition (34) essentially goes back to Matheron\(^35\), p. 101; later uses of the projection generating measure begin with Goodey and Weil\(^30\).

If we define $\rho_{(n-k)}$ as the image measure of $\rho^{(k)}$ under the map $L \mapsto L^\perp$ from $G(n, k)$ to $G(n, n-k)$, then (35) can be written in the form

$$\frac{\lambda_k(Z|E)}{\kappa_k} = \int_{G(n, n-k)} [E, L] \rho_{(n-k)}(dL) \quad \text{for } E \in G(n, k).$$

(36)
The case $k = n - 1$ has a special feature, since the measure $\rho_{(n-1)}$ is related to the area measure $S_{n-1}(Z, \cdot)$ of $Z$. For $u \in S^{n-1}$ we have, by (36) and a well-known representation of the projection volume,

$$\frac{\lambda_k(Z|u)}{\kappa_{n-1}} = \int_{G(n,1)} [u^\perp, L] \rho_{(1)}(dL)$$

$$= \frac{1}{2\kappa_{n-1}} \int_{S_{n-1}} |\langle u, v \rangle| S_{n-1}(Z, dv).$$

From the uniqueness result for the zonoid equation, it follows that the measure $2\kappa_{n-1}\rho_{(1)}$ is the image measure of $S_{n-1}(Z, \cdot)$ under the map $u \mapsto L(u)$ from $S^{n-1}$ to $G(n,1)$.

Now we assume that $Z$ has a representation

$$h(Z, \xi) = \int_{S_{n-1}} |\langle \xi, u \rangle| g(u) \sigma(du)$$

with a continuous function $g$. Let $s_{n-1}(Z, u)$ be the product of the principal radii of curvature of $Z$ at the boundary point with outer unit normal vector $u$. The following formula, proved by Weil, Satz 7, will be needed:

$$s_{n-1}(Z, u) = \frac{2^{n-1}}{(n-1)!} \int_{S_{n-1}} \cdots \int_{S_{n-1}} [u_1, \ldots, u_{n-1}]^2 g(u_1) \cdots g(u_{n-1}) \times \sigma_u(du_1) \cdots \sigma_u(du_{n-1}). \quad (37)$$

Here $\sigma_u$ is the $(n-2)$-dimensional spherical Lebesgue measure on the sphere $s_u := S^{n-1} \cap u^\perp$.

### 7. Crofton Formulas in Smooth Projective Finsler Spaces

The results on generalized zonoids have immediate applications to the existence of Crofton measures for Holmes-Thompson areas. Let us first consider a Minkowski space $(\mathbb{R}^n, \|\cdot\|)$ for which the polar unit ball $B^n$ is a generalized zonoid. Then there is a representation

$$h(B^n, \xi) = \int_{S_{n-1}} |\langle \xi, u \rangle| \rho(du)$$

with a finite measure $\rho$. For $k \in \{1, \ldots, n-1\}$, let $\rho_{(n-k)}$ be the corresponding measure on $G(n, n-k)$ as defined in Section 6. By Lemma 5.1, (36) is precisely the condition which ensures that a Crofton measure exists for the Holmes-Thompson $k$-area $\text{vol}_k$. This Crofton measure $\eta_{n-k}$ is defined by

$$\int_{A(n,n-k)} f d\eta_{n-k} := \int_{G(n,n-k)} \int_{L^k} f(L + t) \lambda_k(dt) \rho_{(n-k)}(dL) \quad (39)$$
for nonnegative measurable functions \( f \) on \( A(n,n-k) \). In terms of parameterized hyperplanes, it can be represented by

\[
\int_{A(n,n-k)} f \, d\eta_{n-k} = c_k \int_{S^{n-1}} \cdots \int_{S^{n-1}} \int_{\mathbb{R}} \cdots \int_{\mathbb{R}} f(H_{u_1,t_1} \cap \cdots \cap H_{u_k,t_k}) \\
\times dt_1 \cdots dt_k \rho(du_1) \cdots \rho(du_k).
\]

Thus, \( \eta_{n-k} \) is the image measure of \( c_k(\eta_{n-1})^{\otimes k} \) under the intersection map

\[
(H_1, \ldots, H_k) \mapsto H_1 \cap \cdots \cap H_k
\]

from the set of independent \( k \)-tuples of hyperplanes to \( A(n,n-k) \).

This existence and representation of Crofton measures for Holmes–Thompson areas was first obtained in Schneider and Wieacker\(^4\), for hypermetric Minkowski spaces. In that case, the Crofton measures are positive. The proofs given in Schneider and Wieacker\(^4\) carry over, without change, to Minkowski spaces whose polar unit balls are generalized zonoids, thus, in particular, to spaces with sufficiently smooth norms. The Crofton measures are then signed measures. However, the line measure \( \eta_1 \) is always a positive measure. This follows from the remark in Section 6 concerning \( \rho(1) \). It shows that the line measure \( \eta_1 \) given by (39) can also be represented by

\[
\int_{A(n,1)} f \, d\eta_1 = \frac{1}{2^n} \int_{S^{n-1}} \int_{u^+} f(L(u) + x) \lambda_{n-1}(dx) S_{n-1}(B^o, du) \quad (40)
\]

and thus is positive. This measure on the space of lines can be defined in general Minkowski spaces; it appeared already in Busemann\(^1\) and later in El-Ekhtiar\(^2\).

The general Crofton formulas obtained in Schneider and Wieacker\(^4\), and the methods to prove them, extend to smooth projective Finsler spaces, and will now be formulated in this generality.

Let \((\mathbb{R}^n, F)\) be a smooth projective Finsler space. We combine Pogorelov’s approach with the preceding one. In particular, the representation (19) of the local polar unit ball \( B^o_x \) at \( x \in \mathbb{R}^n \) replaces now the representation (38). The (signed) measure \( \eta_{n-1} = \eta \) is defined by (18). Following the procedure above, for \( k \in \{2, \ldots, n-1\} \) we define \( \eta_{n-k} \) as the image measure of \( c_k(\eta_{n-1})^{\otimes k} \) under the intersection map. Explicitly, this means that

\[
\int_{A(n,n-k)} f \, d\eta_{n-k} = c_k \int_{S^{n-1}} \cdots \int_{S^{n-1}} \int_{\mathbb{R}} \cdots \int_{\mathbb{R}} f(H_{u_1,t_1} \cap \cdots \cap H_{u_k,t_k}) \\
\times g(u_1, t_1) \cdots g(u_k, t_k) \, dt_1 \cdots dt_k \, \sigma(du_1) \cdots \sigma(du_k).
\]
With these Crofton measures, we can formulate general Crofton formulas for Holmes–Thompson areas. They are general in two respects: the submanifolds need not be smooth, and submanifold and intersecting flats need not be of complementary dimensions.

In the following, we denote by $\mathcal{H}^k$ the $k$-dimensional Hausdorff measure that is induced by the auxiliary Euclidean metric on $\mathbb{R}^n$, for $k \in \{0, \ldots, n\}$. The restriction of this outer measure to the Borel sets is $\sigma$-additive. A set $M \subset \mathbb{R}^n$ is called $(\mathcal{H}^k, k)$-rectifiable if $\mathcal{H}^k(M) < \infty$ and there exist Lipschitz maps $f_i : \mathbb{R}^k \to \mathbb{R}^n$, $i \in \mathbb{N}$, such that $\mathcal{H}^k(K \setminus \bigcup_{i \in \mathbb{N}} f_i(\mathbb{R}^k)) = 0$. This notion does not depend on the choice of the Euclidean metric. For a $(\mathcal{H}^k, k)$-rectifiable Borel set, we can define the $k$-dimensional Holmes–Thompson area by extending (23),

$$\text{vol}_k(M) := \frac{1}{\kappa_k} \int_M \lambda_k(B^0_x | T_x M) \mathcal{H}^k(dx).$$

(42)

The approximate tangent space $T_x M$ exists and is unique for $\mathcal{H}^k$-almost all $x \in M$; it is a measurable function of $x$.

With these definitions, a general Crofton formula of type (1) can be obtained. Moreover, it can be extended to the case where the submanifold and the intersecting flats are no longer of complementary dimensions.

Theorem 7.1. Let $\mathbb{R}^n$ be endowed either with a norm for which the polar unit ball is a generalized zonoid, or with a smooth projective Finsler metric. Let $M \subset \mathbb{R}^n$ be a $(\mathcal{H}^k, k)$-rectifiable Borel set, $k \in \{1, \ldots, n\}$. Then

$$\int_{A(n,n-k)} \text{card}(E \cap M) \eta_{n-k}(dE) = \text{vol}_k(M).$$

(43)

More generally, if $j \in \{n-k, \ldots, n-1\}$, then

$$\int_{A(n,j)} \text{vol}_{k+j-n}(E \cap M) \eta_j(dE) = \frac{c_{k+j-n}c_{n-j}}{c_k} \text{vol}_k(M).$$

(44)

Theorem 7.1 can be viewed as giving a positive answer, for projective Finsler spaces, to the first of the three open problems formulated by Chakerian. As mentioned, formula (44) for hypermetric Minkowski spaces was first proved in Schneider and Wieacker. Formula (43) and the case $k = n-1$ of (44) for smooth submanifolds of smooth projective Finsler spaces are due to Álvarez and Fernandes. Their proof employs the symplectic structure on the space of geodesics of a projective Finsler space. The theme of Crofton formulas in smooth projective Finsler spaces was taken up in Álvarez and
Fernandes and in the thesis of Fernandes, where now part of the methods is closer to those in Schneider and Wieacker, in so far as connections to Fourier transforms of norms, and thus to cosine transforms and the zonoid equation, are used. In Fernandes and in Álvarez and Fernandes, the topic is considerably expanded, and the role of double fibrations and the Gelfand transform is emphasized. This approach to Crofton formulas is neatly set out in the survey article by Álvarez and Fernandes.

The general formula (44) for smooth projective Finsler spaces was proved in Schneider. About the line measure we remark that the representation (40) has now the counterpart

$$\int_{A(n,1)} f \, d\eta_1 = \frac{1}{2^k n-1} \int_{S_n-1} \int_{u^+} f(L(u) + x) s_{n-1}(B^2_x, u) \lambda_{n-1}(dx) \sigma(du).$$

(45)

The proof uses (37) and is found in Schneider, p. 95. In other words, a density $\delta$ of the line measure $\eta_1$ with respect to the motion invariant measure on $A(n,1)$ is given by $\delta(L(u) + x) = s_{n-1}(B^2_x, u)$. Since this density is nonnegative, $\eta_1$ is again a positive measure.

The form of the density $\delta$ has the following consequence. If $x$ and $y$ lie on a line with direction $u$, then $L(u) + x = L(u) + y$ and hence $s_{n-1}(B^2_x, u) = s_{n-1}(B^2_y, u)$. This should not come as a surprise; it is implied by the remark following Theorem 3.1.

8. Crofton Measures in General Projective Finsler Spaces

Crofton measures for Holmes–Thompson areas in general Finsler spaces, without smoothness assumptions, have so far only been found in cases where the measures turn out to be positive.

Let $(\mathbb{R}^n, F)$ be a hypermetric projective Finsler space. By Theorem 3.2, due to Alexander, there exists a positive measure $\eta$ on the space $A(n,n-1)$ of hyperplanes such that

$$\text{vol}_1(S) = \int_{A(n,n-1)} \text{card}(E \cap S) \eta(dE)$$

(46)

for every line segment $S$; here $\text{vol}_1$ is the curve length in the Finsler space. This result can be extended to the higher dimensional Holmes–Thompson areas, with positive Crofton measures. Let $k \in \{1, \ldots, n-1\}$. Motivated by the procedure of Schneider and Wieacker in hypermetric Minkowski spaces, we define a positive measure $\eta_{n-k}$ on the space $A(n,n-k)$ of $(n-k)$-
flats as the image measure, under the intersection map

\[(H_1, \ldots, H_k) \mapsto H_1 \cap \cdots \cap H_k,\]

of the product measure \(c_k \eta^\otimes k\), restricted to the set of \(k\)-tuples \((H_1, \ldots, H_k)\) with \((n-k)\)-dimensional intersection.

**Theorem 8.1.** For \(k \in \{1, \ldots, n - 1\}\), the positive measure \(\eta_{n-k}\), defined in the hypermetric projective Finsler space \((\mathbb{R}^n, F)\), satisfies

\[
\text{vol}_k(M) = \int_{A(n,n-1)} \text{card}(E \cap M) \eta_{n-k}(dE) \tag{47}
\]

for every \(k\)-dimensional compact convex set \(M\).

This was proved in Schneider\(^{43}\). Theorem 8.1 gives an answer to the second open problem of Chakerian\(^{22}\). The extension to more general sets \(M\) and to formulas of type (44) has not been investigated. The validity of (47) for \(k\)-dimensional compact convex sets already suffices to obtain the uniqueness of the measure \(\eta_{n-k}\) for \(k = 1\) (shown in Alexander\(^2\)) and \(k = n - 1\) (shown in Schneider\(^{43}\)). For \(k \in \{2, \ldots, n - 2\}\), uniqueness fails.

The proof of Theorem 8.1 uses approximation. By results of Pogorelov\(^{36}\) and Szabó\(^{49}\), there is for every \(\epsilon > 0\) a Finsler metric \(F_\epsilon\) on \(\mathbb{R}^n\) such that \((\mathbb{R}^n, F_\epsilon)\) is a smooth projective Finsler space and \(\lim_{\epsilon \to 0} F_\epsilon = F\) uniformly on every compact set. The Finsler metric \(F_\epsilon\) is hypermetric, too (as noted by Alexander), hence every norm \(F_\epsilon(x, \cdot)\) is hypermetric. Therefore, every local polar unit ball \(B^*_\epsilon\) is a zonoid, which implies that the function \(g\) appearing in (18) is nonnegative. Hence, the measure \(\eta_\epsilon\) defined by (18) for the smooth Finsler metric \(F_\epsilon\) is positive. The same holds for the derived measures \((\eta_\epsilon)_{n-k}\). One can then let \(\epsilon\) tend to 0 and work with vaguely converging subsequences of the corresponding sequences of positive measures to complete the proof of Theorem 8.1.

The good properties of the hypermetric projective Finsler spaces raise the following open question:

**Problem.** Are the only hypermetric Hilbert geometries of dimension \(n > 2\) the hyperbolic geometries? Equivalently: Let \(K\) be an \(n\)-dimensional convex body \((n > 2)\) with the property that \((K - x)^o - (K - x)^\circ\) is a zonoid for every \(x \in \text{int} K\). Must \(K\) be an ellipsoid?

The measure \((\eta_\epsilon)_1\) constructed above is always positive, by (45), even if the spaces are not hypermetric. Therefore, the approximation procedure can be modified to yield the following result (details are in Schneider\(^{43}\)).
Theorem 8.2. In a general projective Finsler space \((\mathbb{R}^n, F)\), there always exists a unique positive measure \(\eta_1\) on the space \(A(n, 1)\) of lines such that

\[
\text{vol}_k(M) = \int_{A(n,n-1)} \text{card}(E \cap M) \eta_1(dE)
\]

for every \((n-1)\)-dimensional compact convex set \(M\).

The existence and uniqueness of the positive line measure \(\eta_1\) can be extended, without essential changes of the method, to general projective Finsler spaces \((C, F)\), where \(C \subset \mathbb{R}^n\) is a bounded open convex subset. For Minkowski spaces, the line measure is explicitly given by (40). This case includes also non-smooth projective Finsler spaces. For example, one can read off from (40) on which sets of lines the line measure is concentrated if the unit ball is a polytope. Besides Minkowski spaces, the only non-smooth cases where the line measure \(\eta_1\) is explicitly known are the Hilbert geometries in a convex polygon in the plane; see Alexander\(^2\) and, in more detail, Alexander, Berg and Foote\(^3\). The higher-dimensional case requires a different approach. In Schneider\(^45\), the case of the Hilbert geometry in an \(n\)-dimensional polytope is investigated. It turns out that the line measure is concentrated on the set of lines meeting two disjoint faces of the polytope whose dimensions add up to \(n - 1\). This set of lines has dimension \(n - 1\), whereas \(A(n, 1)\) itself has dimension \(2(n-1)\).
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