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Chapter 1

Introduction

These are notes of courses given in 2015 and 2018 at the University of Freiburg. In 2007
Tobias Lamm lectured on this topic at FU Berlin, and I followed his notes. The subject
of the course is the regularity theory for two-dimensional geometric variational problems, in
particular compensation methods due to Henry Wente, Frédéric Hélein and Tristan Rivière.
Along the lines we introduce certain Hardy and Lorentz spaces, and present the construction
of a Coulomb gauge following Karen Uhlenbeck.
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Chapter 2

Geometric variational problems

The purpose of this Chapter is to introduce the key examples of two-dimensional geometric
variational problems. More background information on these examples can be found in the
book of Jost [33].

2.1 The two-dimensional Dirichlet energy

The Dirichlet energy of a map u ∈ C1(U,Rn) on an open subset U ⊂ R2 is de�ned by

E(u) =
1

2

∫
U
|Du|2 where |Du|2 = tr(DuTDu). (2.1)

The de�nition applies in any dimension, but the following interesting feature is speci�c to the
case of dimension two.

Theorem 2.1.1 (Conformal invariance). Let f : U → V be a conformal di�eomorphism

between open sets U, V ⊂ R2. Then

E(v ◦ f) = E(v) for all f ∈ C1(V,Rn).

Proof. Denote by g = (gij) = DfTDf the Gram matrix (or induced Riemannian metric)
associated to f . The condition that f is conformal means that the tracefree part g◦ vanishes,
in other words we can write

gij = e2λδij where λ : U → R.

Using DfT = e2λDf−1 we compute

|D(v ◦ f)|2 = tr
(
DfTDvT ◦ fDv ◦ fDf

)
= tr

(
DfDfT(DvTDv) ◦ f

)
= e2λ |Dv|2 ◦ f.

But e2λ =
√

det g = | detDf | in dimension two, thus the transformation formula yields

1

2

∫
U
|D(v ◦ f)|2 =

1

2

∫
U
|Dv|2 ◦ f | detDf | = 1

2

∫
V
|Dv|2.
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For u ∈ C1(U,Rn) with E(u) <∞ and ϕ ∈ C1
c (U,Rn) we have the �rst variation formula

d

dt
E(u+ tϕ)|t=0 =

∫
U
〈Du,Dϕ〉. (2.2)

Assuming further u ∈ C2(U,Rn) we can integrate by parts to obtain

d

dt
E(u+ tϕ)|t=0 = −

∫
U
〈∆u, ϕ〉.

In other words the Euler-Lagrange operator for the Dirichlet energy is −∆. We say that u is a
critical point of the Dirichlet energy if the �rst variation in (2.2) vanishes for all ϕ ∈ C1

c (U,Rn).
For u ∈ C2(U,Rn) this is equivalent to u being harmonic, i.e.

∆u = uxx + uyy = 0 on U. (2.3)

From the conformal invariance of the Dirichlet energy one derives an equivariance property of
the Laplacian as follows. Let f : U → V be a conformal di�eomorphism and ϕ ∈ C1

c (U,Rn).
Then by Theorem 2.1.1

−
∫
U
〈∆(v ◦ f), ϕ〉 =

d

dt
E(v ◦ f + tϕ)|t=0

=
d

dt
E(v + tϕ ◦ f−1)|t=0

= −
∫
V
〈∆v, ϕ ◦ f−1〉

= −
∫
U
〈(∆v) ◦ f, ϕ〉 |detDf |.

Putting gij = e2λδij we get |detDf | = e2λ as above and conclude

(∆v) ◦ f = e−2λ∆(v ◦ f) for any conformal di�eomorphism f : U → V. (2.4)

How comes geometry into play? For u ∈ C1(U,Rn) with n ≥ 2 the area functional is

A(u) =

∫
U

√
det g where g = (gij) = 〈∂iu, ∂ju〉. (2.5)

In fact
√

det g is the Jacobian Ju, we have explicitely√
det g =

√
|∂1u|2|∂2u|2 − 〈∂1u, ∂2u〉2 = |∂1u ∧ ∂2u| = Ju.

In the following we asssume that u is immersed and hence g invertible. The �rst variation of
the area in direction ϕ ∈ C1

c (U,Rn) is then computed as follows. First

∂

∂t
〈∂i(f + tϕ), ∂j(f + tϕ)〉|t=0 = 〈∂if, ∂jϕ〉+ 〈∂jf, ∂iϕ〉.

Using the formula ∂t det g = det g tr(g−1∂tg) we obtain, writing g−1 = (gij),

d

dt
A(u+ tϕ)|t=0 =

∫
U
gij〈∂jf, ∂iϕ〉

√
det g.



2.1. THE TWO-DIMENSIONAL DIRICHLET ENERGY 9

Note that g−1 is again symmetric. Partial integration yields

d

dt
A(u+ tϕ)|t=0 = −

∫
U
〈 ~H,ϕ〉

√
det g where ~H =

1√
det g

∂i
(√

det ggij∂ju
)
. (2.6)

We now compare the area functional to the Dirchlet energy. First we have

Ju = |∂1u ∧ ∂2u| ≤ |∂1u| |∂2u| ≤
1

2
(|∂1u|2 + |∂2u|2) =

1

2
|Du|2.

Thus A(u) ≤ E(u) with equality if and only if u satis�es the conformality relations, that is

〈∂1u, ∂2u〉 = 0 and |∂1u|2 = |∂2u|2. (2.7)

If u is immersed and conformally parametrized, with induced metric gij = e2λδij and Jacobian
Ju = e2λ, then the mean curvature vector becomes

~H = e−2λ∆u. (2.8)

It follows that a conformally parametrized immersion u : U → Rn is a minimal surface if and
only if u is Euclidean harmonic. These facts provide a close relation between the Dirichlet
energy and the area functional in two dimensions.

The question whether any immersed surface admits a reparametrization which is conformal
is of fundamental importance; it has local and global aspects. In 1825 Gauÿ proved that
any real-analytic surface admits locally a conformal reparametrization; this was extended to
surfaces of class C1,1 by Lichtenstein in 1911. For oriented surfaces the parameter changes are
then holomorphic, so that the immersion induces a global complex structure on the param-
eter domain, which becomes naturally a Riemann surface. The construction of a conformal
parametrization is much simpler for minimal surfaces, see [12].

The following result goes in a di�erent direction: it shows that certain critical points of
geometric variational problems satisfy automatically the conformality relations. The result
plays a crucial rôle in proving that the classical approach to the Plateau problem actually
produces a minimal surface. Moreover, this generalizes to other problems for surfaces with
precribed mean curvature. Historically, the result was also relevant in the regularity theory,
because earlier regularity proofs needed to assume conformality [24]. In the literature one
often �nds the term stationary for a map which is critical with respect to variations of the
independent variables.

Theorem 2.1.2. Let D = {(x, y) ∈ R2 : x2 + y2 < 1}. Assume that u ∈ C1(D,Rn) has �nite
energy and satis�es

d

dt
E(u ◦ φt)|t=0 = 0,

for any smooth family φ : D × (−ε, ε) → D of di�eomorphisms φt = φ(·, t) with φ0 = idD.
Then u satis�es the conformally relations (2.7).

It is only asserted that u is weakly conformal, leaving open whether u is immersed or not.
However if u is also harmonic, then points with vanishing Jacobian are isolated and have the
character of branchpoints, see [12]. We also point out that it is crucial that D is (conformally
equivalent to) a disk.
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Proof. We assume that u : H → Rn where H is the upper half plane. There is an explicit
conformal equivalence between D and H, so that the result transfers to D via conformal
invariance. Consider a vector �eld X ∈ C∞c (R2,R2) with X ◦τ = τX, where τ(x, y) = (x,−y),
in particular X2(x, 0) = 0 for all x ∈ R. The associated �ow φ : R2 × R→ R2 is smooth, and
φt = φ(·, t) is di�eomorphic with inverse φ−t. Uniqueness for the initial value problem implies

φ(τ(z), t) = τ(φ(z, t)) for all z ∈ R2, t ∈ R.

In particular φt(R) = R and φt(H) = H. Substituting ζ = (ξ, η) = φ−t(z) we have

E(u ◦ φt) =
1

2

∫
H
|Du(φt(ζ))Dφt(ζ)|2 dξdη =

1

2

∫
H
|Du(z)Dφ−t(z)

−1|2 detDφ−t(z) dxdy.

We di�erentiate under the integral at t = 0. As φ(z, t) = z for z /∈ sptX, the integrand and
its derivative for t ∈ (−ε, ε) are bounded by C |Du|2 which is integrable. We compute

∂

∂t
Dφ−t(z) · v|t=0 =

∂

∂t

∂

∂s
φ−t(z + sv)|s=0,t=0

=
∂

∂s

∂

∂t
φ−t(z + sv)|t=0,s=0

= − ∂

∂s
X(z + sv)|s=0

= −DX(z) · v.

This implies

∂

∂t
Dφ−t(z)

−1|t=0 = DX(z),
∂

∂t
detDφ−t(z) = −divX(z).

Putting X = (a, b) we �nd

d

dt
E(u ◦ φt)|t=0 =

∫
H

(
〈Du(z), Du(z)DX(z)〉 − 1

2
|Du(z)|2divX(z)

)
dxdy

=

∫
H

(
〈∂iu, ∂ju〉∂iXj − 1

2
|Du|2∂iXi

)
dxdy

=

∫
H

(1

2
(|ux|2 − |uy|2)ax + 〈ux, uy〉ay

)
dxdy

+

∫
H

(
〈ux, uy〉bx −

1

2
(|ux|2 − |uy|2)by

)
dxdy.

Taking X|H ∈ C∞c (H,R2) arbitrary, we see that the function

h(z) = |ux|2 − |uy|2 − 2i〈ux, uy〉 ∈ L1(H,C)

is a weak solution to the Cauchy-Riemann equations, and hence holomorphic. Next we take
X = (ϕy, ϕx) where ϕ ∈ C∞c (R2) is odd, that is ϕ(x,−y) = −ϕ(x, y). Then X is admissible
whence ∫

H
〈ux, uy〉∆ϕdxdy = 0.

Using odd re�ection the function 〈ux, uy〉 extends to a weakly harmonic function which is
integrable on R2. By the mean value formula, we conclude that 〈ux, uy〉 is identically zero.
The Cauchy-Riemann equations now yield that h(z) is constant and in fact vanishes, again
by integrability.
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2.2 Surfaces of prescribed mean curvature in R3

Let D = {(x, y) ∈ R2 : x2 + y2 < 1}. For u ∈ C1(D,R3) we consider the functional

F(u) =
1

2

∫
D
|Du|2 +

∫
D
u∗ω, (2.9)

where ω ∈ C1(R3,Λ2(R3)) is a given two-form. To interpretate the second term geometrically,
let us assume for simplicity that u ∈ C2(D,R3). Consider the cone over u de�ned by

F : D × [0, 1]→ R3, F (z, t) = tu(z).

Writing dω = H dVR3 where dVR3 = dX1 ∧ dX2 ∧ dX3 we get by Stokes' theorem∫
D×[0,1]

F ∗(HdVR3) =

∫
D×[0,1]

F ∗dω

=

∫
D×[0,1]

dF ∗ω

=

∫
D
F (·, 1)∗ω −

∫
D
F (·, 0)∗ω +

∫
∂D×[0,1]

F ∗ω

=

∫
D
u∗ω +

∫
∂D×[0,1]

F ∗ω.

The C2 assumption was used when interchanging F ∗ and d. Introducing the multiplicity
function θF (X) =

∑
F (z,t)=X sign detDF (z, t), we get by the transformation formula∫

F (D×[0,1])
HθF dL3 =

∫
D
u∗ω +

∫
∂D×[0,1]

F ∗ω.

The second integral on the right depends only on u|∂D, thus it reduces to a constant when
restricting to a class of maps with prescribed boundary values. Up to that constant, the
integral

∫
D u
∗ω then corresponds to the volume of the cone, weighted with the function H

and counted with multiplicities. A special case of interest is

ω =
1

3
XxdVR3 =

1

3

(
X1dX2 ∧ dX3 +X2dX3 ∧ dX1 +X3dX1 ∧ dX2

)
,

in other words ω(Y,Z) = 1
3dVR3(X,Y, Z) = 1

3〈X,Y ∧ Z〉. Then dω = dVR3 and F ∗ω = 0 on
∂D × [0, 1] no matter what boundary condition, namely we have

F ∗ω
( ∂
∂θ
,
∂

∂t

)
= ω

(∂F
∂θ

,
∂F

∂t

)
=

1

3

〈
tu , t

∂u

∂θ
∧ u
〉

= 0.

Therefore in this case we get the classical volume, with multiplicities,

1

3

∫
D
〈u, ux ∧ uy〉 dxdy =

∫
D
u∗ω =

∫
F (D×[0,1])

θF dL3. (2.10)

Next we calculate the �rst variation of the functional.
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Lemma 2.2.1. Let F(u) be the functional in (2.9), and put dω = H dVR3 . Then for any

u ∈ C2(D,R3) and ϕ ∈ C2
c (D,R3) we have

d

dε
F(u+ εϕ)|ε=0 =

∫
D
〈Du,Dϕ〉+

∫
D
H ◦ u 〈ux ∧ uy, ϕ〉. (2.11)

Proof. We consider the a�ne homotopy

F : D × [0, ε]→ R3, F (z, t) = u(z) + tϕ(z).

Applying Stokes' formula on D × [0, ε] we get∫
D×[0,ε]

F ∗(H dVR3) =

∫
D

(u+ εϕ)∗ω −
∫
D
u∗ω +

∫
∂D×[0,ε]

F ∗ω.

The last integral on the right vanishes since ∂tF (z, t) = ϕ(z) = 0 on ∂D × [0, ε]. Taking the
derivative at ε = 0 yields

∂

∂ε

∫
D

(u+ εϕ)∗ω|ε=0 =
∂

∂ε

∫ ε

0

∫
D
H(F (x, y, t)) detDF (x, y, t) dxdydt|ε=0

=

∫
D
H(u(x, y)) detDF (x, y, 0) dxdy

=

∫
D
H(u(x, y)) det(ux, uy, ϕ) dxdy

=

∫
D
H(u(x, y))〈ux ∧ uy, ϕ〉 dxdy.

The claim follows by combining with the �rst variation of the Dirichlet energy.

We see that regular critical points of F are solutions of the elliptic system

∆u = (H ◦ u) ux ∧ uy in D. (2.12)

If u is in addition a conformal immersion, with induced metric gij = e2λδij , then we can
rewrite the equation in the form

e−2λ∆u = (H ◦ u) ν where ν =
ux ∧ uy
|ux ∧ uy|

.

We know from (2.8) that the left hand side is the mean curvature vector, hence the surface u
has prescribed mean curvature H ◦ u. A special case is when H is constant, then u is called
a constant mean curvature or CMC surface. One may then take as di�erential form

ω =
H

3
XxdVR3 (H constant).

The partial di�erential equation (2.12) is called the prescribed mean curvature or constant
mean curvature equation, respectively. This terminology does not require solutions to be
conformally parametrized, but the geometric interpretation is available only then. To obtain
geometric solutions, one may potentially use Theorem 2.1.2. Namely for any C1 di�eomor-
phism φ : D → D which preserves orientation the transformation formula yields∫

D
(u ◦ φ)∗ω =

∫
D
φ∗u∗ω =

∫
D
u∗ω.
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If u is a critical point of F with respect to variations u ◦ φt, then one conludes

d

dt
E(u ◦ φt)|t=0 =

d

dt

(
F(u ◦ φt)−

∫
D
φ∗tω

)
|t=0 = 0.

The conformality relations now follow from Theorem 2.1.2. This applies, for example, to min-
imizers of F under Plateau boundary conditions.

To derive the prescribed mean curvature equation from the vanishing of the �rst variation
we have imposed strong regularity assumptions on the function u. In contrast, the existence
theory will only give us functions u ∈ W 1,2 ∩ L∞(D,R3), say. It is a key issue to show that
these weak solutions are regular. The special case of constant mean curvature was solved by
Wente in 1969 [65], whereas the general case of variable mean curvature (for which H ◦ u is a
priori only bounded and measurable) was proved by Riviére much later in 2007 [48].

2.3 Harmonic maps

As second example we now introduce harmonic maps. Let M ⊂ Rn be an m-dimensional
smooth compact submanifold where 1 ≤ m ≤ n−1. By de�nition, a harmonic map u : D →M
is a critical point of the Dirichlet energy under the constraint that u(D) ⊂ M ; that is only
variations staying in M are allowed.

We �rst consider the special case of a round sphere M = Sn−1 ⊂ Rn. We then have the
projection π : Rn\{0} → Sn−1, π(x) = x

|x| . For x ∈ Sn−1 its derivative is given by

Dπ(x)v = P>(x)v = v − 〈v, x〉x.

Now assume that u ∈ C1(D,Rn) has �nite Dirichlet energy and maps into Sn−1. For ϕ ∈
C1
c (D,Rn) we compute using the chain rule

d

dt
E
(
π ◦ (u+ tϕ)

)
|t=0 =

∫
D

〈
Du,D(Dπ(u)ϕ)

〉
=

∫
D
〈Du,D(ϕ− 〈ϕ, u〉u)〉.

Note that |u+ tϕ| ≥ 1− |t| ‖ϕ‖C0(D) > 0 for |t| small. Now 〈Du, u〉 = 0 so that

d

dt
E
(
π ◦ (u+ tϕ)

)
|t=0 =

∫
D
〈Du,Dϕ〉 −

∫
D

〈
|Du|2u, ϕ

〉
.

If u ∈ C2(D,Rn) we can integrate by parts to get the harmonic map equation

−∆u = |Du|2 u. (2.13)

To generalize this computation to the case of a general submanifold M ⊂ Rn, we need the
following tubular neighborhood lemma which is stated without proof.

Lemma 2.3.1. Let M ⊂ Rn be a compact submanifold of class C2. There exists a neigh-

borhood U%(M) = {Y ∈ Rn : dist (Y,M) < %}, such that the nearest point projection

πM : U%(M)→M is well-de�ned and given by

πM (X +N) = X for all X ∈M, N ∈ TXM⊥ with |N | < %.

Moreover πM is of class C1 and has derivative DπM (X) = P>(X) for all X ∈ M , where

P>(X) is the orthogonal projection onto TXM .
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Now assume u ∈ C1(D,Rn) has �nite Dirichlet energy and maps into the submanifoldM . For
ϕ ∈ C1(D,Rn) one computes

d

dt
E(πM ◦ (u+ tϕ))|t=0 =

∫
D

〈
Du,D(DπM (u)ϕ)

〉
=

∫
D

〈
Du,D(P>(u)ϕ)

〉
.

Let γ(t) be a C1 curve in M , and let ei(t) be a parallel orthonormal frame along γ. Then
e′i = AM (γ′, ei), and hence for any v ∈ Rn

(
(DP>)(γ)γ′

)
v =

d

dt
P>(γ)v =

d

dt
〈ei, v〉ei = 〈AM (γ′, ei), v〉ei + 〈ei, v〉AM (γ′, ei).

As in the case of the sphere, we note that Du maps into TuM , therefore

d

dt
E(πM ◦ (u+ tϕ))|t=0 =

∫
D

〈
Du,P>(u)Dϕ+

(
(DP>)(u)Du

)
ϕ
〉

=

∫
D
〈Du,Dϕ〉+

∫
D

〈
Du, 〈AM (Du, ei), ϕ〉ei

〉
We rewrite the last term as

〈AM (∂αu, ei), ϕ〉〈∂αu, ei〉 = 〈AM (∂αu, ∂αu), ϕ〉 =: 〈AM (Du,Du), ϕ〉.

Thus we �nally obtain the form

d

dt
E(πM ◦ (u+ tϕ))|t=0 =

∫
D
〈Du,Dϕ〉+

∫
D
〈AM (Du,Du), ϕ〉.

Again if u ∈ C2(D,Rn) one arrives at the general harmonic map equation

∆u = (AM ◦ u)(Du,Du). (2.14)

We have introduced harmonic maps as critical points under the constraint u(D) ⊂ M .
However, the energy of a map u ∈ C1(D,M) depends only on the Riemannian metric
h(·, ·) = 〈·, ·〉|TM , and not on the particular choice of the isometric embedding of (M,h).
From that viewpoint, harmonic maps are in the realm of intrinsic Riemannian geometry. On
the other hand, the inclusion M ⊂ Rn induces the embedding C1(D,M) ⊂ W 1,2(D,Rn),
which opens an approach to existence by variational methods. In fact the subset

W 1,2(D,M) := {u ∈W 1,2(D,Rn) : u(z) ∈M almost everywhere}

is closed under weak convergence by Rellich's theorem, and the Dirichlet integral is lower
semicontinuous under weak convergence. This allows to obtain minimizers in W 1,2(D,M)
e.g. under Dirichlet boundary conditions. A drawback is that these minimizers may have
singularities and may not even admit an approximation by C1 maps in the W 1,2 topology
locally; here a classical example.

Example 2.3.2. For B the unit ball in R3 and S2 the unit 2-sphere, it is easy to see that

u : B → S2, u(x) =
x

|x|
,
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belongs toW 1,2(B, S2) and solves the harmonic map system (2.13) in the weak sense. In fact, u
minimizes energy in W 1,2(B, S2) under Dirichlet boundary conditions [35]. Any neighborhood

of the origin is mapped to the full 2-sphere. If ω denotes the area form on S2 and v : B → S2

is smooth, then d(v∗ω) = v∗dω = 0 which implies∫
B
dη ∧ v∗ω =

∫
B
d(η v∗ω) = 0 for any η ∈ C1

c (B).

By contrast, we compute for the singular map u∫
B
dη ∧ u∗ω = lim

ε↘0

∫
B\Bε(0)

d(η u∗ω) = − lim
ε↘0

∫
∂Bε(0)

η u∗ω = −4π η(0).

In other words, we have d(u∗ω) = 4π δ0 in the sense of distributions, detecting the topological

singularity. Using dominated convergence, one proves that if uk → u in W 1,2(B, S2), then
u∗kω → u∗ω in L1(B,Λ2(R3)). It follows that with respect to the local W 1,2 topology, u cannot

be approximated by smooth maps uk : B → S2.

2.4 Conformal invariance in 2 dimensions

The goal of this section is to classify all two-dimensional variational integrals of �rst order
which are conformally invariant. We will see that the example of the Dirichlet energy plus a
pullback of a 2-form already constitutes the general case, if we allow a general Riemannian
metric in the target.

Let f : Rn ×R2×n → R, f = f(X,A), be an integrand. On any bounded domain G ⊂ R2, we
have the associated functional

F(u,G) =

∫
G
f(u(z), Du(z)) dxdy for u : G→ Rn.

We say that F is conformally invariant if for any conformal di�eomorphism φ : G → φ(G))
we have the property

F(u ◦ φ−1, φ(G)) = F(u,G) for all u : G→ Rn. (2.15)

The following classi�cation is due to Michael Grüter.

Theorem 2.4.1 ([25]). Consider a functional F(u,G) =
∫
G f(u,Du), such that f and D2

Af
are continuous on Rn × Rn×2. Assume also that

f(X,A) > 0 whenever A 6= 0.

If F(u,G) =
∫
G f(u,Du) is conformally invariant, then it has the representation

F(u) =
1

2

∫
G
g(u)(Du,Du) +

∫
G
u∗ω, (2.16)

where g is a Riemannian metric and ω is a 2-form, both continuous on Rn.
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Proof. We compute substituting w = φ(z)

F(u ◦ φ−1, φ(G)) =

∫
φ(G)

f
(
u(φ−1(w)), Du(φ−1(w))Dφ−1(w)

)
dw

=

∫
G
f(u(z), Du(z)Dφ(z)−1

)
|detDφ(z)| dz.

Let φ : R2 → R2 be a conformal di�eomorphism. Taking G = Dε(0) and u(z) = X + Az for
given X ∈ Rn, A ∈ Rn×2, we obtain after dividing by |Dε| and letting ε↘ 0

f(X,A) = f(X,ADφ(0)−1)|detDφ(0)|.

First we use dilation invariance to show that f(X,A) is a quadratic polynomial in A. Namely
by taking φ(z) = z/t for t > 0 and di�erentiating twice at t = 0, we see that

f(X,A) =
1

2
D2
Af(X, 0)(A,A).

Next we chose φ(z) = Sz for S ∈ SO(2) to get f(X,A) = f(X,AST). Combining yields

D2
Af(X, 0)(A,A) = D2

Af(X, 0)(AST, AST).

For A = V ⊗ e ∈ Rn×2, we note that

(V ⊗ (Se))ζ = V 〈Se, ζ〉 = V 〈e, STζ〉 = (V ⊗ e)STζ.

Thus by taking Se1 = e2, Se2 = −e1 we see using polarization that

D2
Af(X, 0)(V ⊗ e2,W ⊗ e2) = D2

Af(X, 0)((V ⊗ e1)ST, (W ⊗ e1)ST)

= D2
Af(X, 0)(V ⊗ e1,W ⊗ e1),

D2
Af(X, 0)(V ⊗ e2,W ⊗ e1) = −D2

Af(X, 0)((V ⊗ e1)ST, (W ⊗ e2)ST
)

= −D2
Af(X, 0)(V ⊗ e1,W ⊗ e2).

We can now expand

f(u,Du) =
1

2

(
D2
Af(u, 0)(∂1u⊗ e1, ∂1u⊗ e1) +D2

Af(u, 0)(∂2u⊗ e2, ∂2u⊗ e2)
)

+D2
Af(u, 0)(∂1u⊗ e1, ∂2u⊗ e2)

=:
1

2
g(u)(Du,Du) + u∗ω(e1, e2),

where the symmetric form g and the antisymmetric form ω are de�ned as

g(X)(V,W ) = D2
Af(X, 0)(V ⊗ e1,W ⊗ e1),

ω(X)(V,W ) = D2
Af(X, 0)(V ⊗ e1,W ⊗ e2).

By assumption both are continuous on Rn. Finally the assumed positivity of f implies that g
is a Riemannian metric, namely we have for V 6= 0

g(X)(V, V ) = D2
Af(X, 0)(e1 ⊗ V, e1 ⊗ V ) = 2f(X, e1 ⊗ V ) > 0.

This �nishes the proof of the theorem.
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The calculation of the Euler-Lagrange equation for the Riemannian Dirichlet energy is
straightforward using local coordinates. We compute for ϕ ∈ C∞c (G,Rn)

d

dt
Eg(u+ tϕ)|t=0 =

∫
G

(
gjk(u)∂αϕ

j∂αu
k +

1

2
∂igjk(u)ϕi∂αu

j∂αu
k
)

= −
∫
G
ϕj
(
gjk(u)∆uk + ∂igjk(u)∂αu

i∂αu
k − 1

2
∂jgik(u)∂αu

i∂αu
k
)

= −
∫
G
gjk(u)ϕj

(
∆uk + gkl(u)∂iglm(u)∂αu

i∂αu
m − 1

2
gkl(u)∂lgim(u)∂αu

i∂αu
m
)

= −
∫
G
gjk(u)ϕj

(
∆uk + Γkim(u)∂αu

i∂αu
m
)
.

Here the Γkij are the Christo�el symbols of the metric g; we used that the term ∂αu
i∂αu

m is
symmetric in i and m. For the pullback integral, we proceed as in the case of codimension one.
Introducing the 3-Form Ω = dω, we have putting F : D× [0, ε]→ Rn, F (z, t) = u(z) + tϕ(z),

d

dε

∫
G

(u+ εϕ)∗ω |ε=0 =
d

dε

∫
G×[0,ε]

F ∗Ω |ε=0

=

∫
G

(Ω ◦ u)(ux, uy, ϕ)

=

∫
G
gjk(u)ϕjgkl(u)(Ω ◦ u)(ux, uy, el).

In summary, the Euler-Lagrange operator Lf (u) of the functional (2.16) is given by

Lf (u)k = −∆uk − Γkij(u)∂αu
i∂αu

j + gkl(u)(Ω ◦ u)(ux, uy, el), (2.17)

where Γkij are the Christo�elsymbols of g and Ω = dω. The nonlinear operator

(∆Nu)k = ∆uk + Γkij(u)∂αu
i∂αu

j

is sometimes called the tension �eld or intrinsic Laplacian of u. The system (2.17) is semilinear
with principal term given by the standard Laplacian, and a right hand side which is a quadratic
form of the gradient, possibly depending nonlinearly on u. The key question is now whether
a regularity theory is available for such systems. Here are the bad news.

Example 2.4.2. Consider the scalar equation

−∆u = |Du|2 on G = D1/e(0).

We claim that the function u(z) = log log 1
r , r = |z|, belongs toW 1,2(G) and solves the equation

in the weak sense. For this we compute

u′(r) =
1

r log r
,

u′′(r) = − 1

r2 log r
− 1

r2 log2 r
,

|Du|2 = u′(r)2 =
1

r2 log2 r
,

∆u = u′′(r) +
1

r
u′(r) = − 1

r2 log2 r
.
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Away from the origin the equation holds in the classical sense. Substituting r = e−t where
t ∈ [1,∞) we have ∫ 1/e

0

dr

r logs 1
r

=

∫ ∞
1

dt

ts
=

{
∞ for s = 1

1
s−1 for s > 1.

Thus Du ∈ L2(G,R2). Using cuto� arguments one now proves that Du is the weak deriva-

tive, and that the equation holds weakly on the full domain G. We also see that solutions

to the Dirichlet problem may be nonunique, since u = 0 on ∂G. Furthermore, we have a

counterexample to an L1 theory for the Laplacian: ∆u is integrable while D2u is not.

The fact that u(x) = log log 1
r is unbounded is important in the previous example. Namely,

if the weak solution was bounded then a regularity result by Ladyzhenskaya and Ural'tseva
(1961) would imply that it is Hölder continuous; further regularity would then follow easily. In
the case of harmonic maps the boundedness of the weak solution is for granted, by assuming
the target manifold to be compact. Nevertheless the result of Ladyzhenskaya and Ural'tseva
does not apply, because it is limited to scalar equations. This is seen from the following
modi�cation of our example, due to Hildebrandt and Widman.

Example 2.4.3. The map u(r) = exp(i log log 1
r ) is a bounded weak solution to the system

−∆u = |Du|2Λu where Λ =

(
1 −1
1 1

)
.

In summary we see that the regularity for the prescribed mean curvature equation and
for harmonic maps is subtle, and that the particular structure of the nonlinearity needs to be
exploited in some way.



Chapter 3

Harmonic maps into spheres

3.1 A conservation law

For a bounded domain Ω ⊂ Rm, consider the set of mappings

W 1,2(Ω, Sn−1) = {u ∈W 1,2(Ω,Rn) : |u(x)| = 1 almost everywhere}. (3.1)

As de�ned in the last section, a map u ∈W 1,2(Ω, Sn−1) is weakly harmonic if∫
Ω
〈Du,Dφ〉 =

∫
Ω
|Du|2〈u, φ〉 for all φ ∈W 1,2

0 ∩ L∞(Ω,Rn). (3.2)

We remark that test functions in C∞c (Ω,Rn) are su�cient to deduce the more general form
of the equation. In fact, for given φ ∈ W 1,2

0 ∩ L∞(Ω,Rn) choose φk ∈ C∞c (Ω,Rn) such that
φk → φ in W 1,2 and pointwise almost everywhere. Then let η ∈ C∞c (Rn,Rn) such that
η(z) = z for |z| ≤ ‖φ‖L∞ . The functions ψk = η ◦ φk are uniformly bounded and converge to
φ almost everywhere. Moreover

‖Dψk −Dφ‖L2 ≤ ‖Dη ◦ φk(Dφk −Dφ)‖L2 + ‖(Dη ◦ φk − Id)Dφ‖L2 → 0,

where dominated convergence was again used in the last term. The general version of (3.2)
now follows by testing with ψk and passing to the limit. Of course this argument is not speci�c
to our present topic, but applies to any semilinear system with right hand side quadratic inDu.

We take up the subject of harmonic maps into spheres with a reformulation of the Euler-
Lagrange equation due to Yun Mei Chen and Jalal Shatah, see also [29]. In the following ar-
guments, we use several times the Sobolev product rule implying that the spaceW 1,2∩L∞(Ω)
is an algebra. If additionally one of the factors belongs to W 1,2

0 (B,Rn), then this is also true
for the product.

Theorem 3.1.1 ([9, 53]). For u ∈W 1,2(B, Sn−1) the following are equivalent:

(a) u is weakly harmonic.

(b) For any Λ ∈ Rn×n with ΛT = −Λ we have div (DuTΛu) = 0 weakly, that is∫
B
〈Du · gradϕ,Λu〉 = 0 for all ϕ ∈ C∞c (B). (3.3)

19
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Proof. Let u be weakly harmonic. Testing with ϕΛu ∈W 1,2
0 ∩ L∞(B,Rn), we obtain

0 =

∫
B
|Du|2〈u, ϕΛu〉

=

∫
B
〈Du,D(ϕΛu)〉

=

∫
B
∂αϕ〈∂αu,Λu〉+

∫
B
ϕ〈∂αu,Λ∂αu〉

=

∫
B
〈Du · gradϕ,Λu〉.

For the reverse direction, we need to show that these special variations are su�cient to deduce
the full harmonic map system. Denote by e1, . . . , en the standard basis of Rn, and consider
the skew-symmetric matrices

Λij = (ei ⊗ ej − ej ⊗ ei) ∈ Rn×n for 1 ≤ i, j ≤ n.

For any ω ∈ Sn−1 the Λijω span TωSn−1, in fact for any ξ ∈ TωSn−1 we have the expansion

ξ = (ξ ⊗ ω − ω ⊗ ξ)ω

=
n∑

i,j=1

(ξiωj − ωiξj)(ei ⊗ ej)ω

=
n∑

i,j=1

ξiωj(ei ⊗ ej − ej ⊗ ei)ω

=

n∑
i,j=1

ξiωjΛijω.

For a given variation φ ∈ C∞c (B,Rn) we obtain the representation

φ = 〈φ, u〉u+
n∑

i,j=1

ϕijΛiju, where ϕij = (φi − 〈φ, u〉ui)uj . (3.4)

Using assumption (b) and the identity 〈Du,ΛijDu〉 = 0, we see that∫
B
〈Du,D(ϕijΛiju)〉 =

∫
B
〈Du · gradϕij ,Λiju〉+

∫
B
ϕij〈Du,ΛijDu〉 = 0.

On the other hand, from 〈Du, u〉 = 0 we infer∫
B
〈Du,D(〈φ, u〉u)〉 =

∫
B
|Du|2〈u, φ〉.

Claim (a) follows using the representation (3.4).

As an application we show that the set of weakly harmonic maps into the round sphere is
closed under weak convergence. This is not obvious from (3.2), in general the weak conver-
gence Duk → Du does not even imply |Duk|2 → |Du|2 as measures. However it is a simple
consequence of Theorem 3.1.1.
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Corollary 3.1.2. Let uk ∈ W 1,2(B, Sn−1) be weakly harmonic, and suppose uk → u weakly

in W 1,2(B,Sn−1). Then u ∈W 1,2(B, Sn−1) is also weakly harmonic.

Proof. We have Duk → Du weakly in L2(Rn×d), and uk → u strongly in L2(B,Rn) by
Rellich's theorem. Then (∂αϕ)Λuk → (∂αϕ)Λu strongly in L2(B,Rn) for ϕ ∈ C∞c (B), and∫

B
〈Du · gradϕ,Λu〉 = lim

k→∞

∫
B
〈Duk · gradϕ,Λuk〉.

The result follows by Theorem 3.1.1.

Equation (3.3) derives in a more systematic way as conservation law associated to rotational
symmetry. This relation was explained in the fundamental work of Emmy Noether [42]. Let
us explain this in some generality, for a variational integral

F(u) =

∫
Ω
f(u,Du) where f : Rn × Rn×m, f = f(z, p).

An explicit dependence f = f(x, z, p) could be allowed without any changes, it is omitted for
simplicity. A di�eomorphism φ : Rn → Rn is a symmetry of the Lagrangian f if

f(φ(z), Dφ(z)p) = f(z, p) for all (z, p) ∈ Rn × Rn×m. (3.5)

In fact we then have

F(φ ◦ u) =

∫
Ω
f(φ ◦ u,Dφ ◦ uDu) =

∫
Ω
f(u,Du) = F(u).

From a one-parameter family of symmetries φt = φ(·, t), φ0 = idRn , one derives an in�nitesimal
version of symmetry by di�erentiating (3.5) at t = 0. This yields, viewing Dpf(z, p) ∈ Rn×m,

〈Dzf(z, p), η(z)〉+ 〈Dpf(z, p), Dη(z)p〉 = 0 where η(z) =
∂φ

∂t
(z, 0). (3.6)

This in turn implies in�nitesimal invariance, namely for any U ⊂⊂ Ω we have

d

dt

∫
U
f(φt ◦ u,D(φt ◦ u))|t=0 =

∫
U

(
〈Dzf(u,Du), η ◦ u〉+ 〈Dpf(u,Du), Dη ◦ uDu〉

)
= 0.

Now let u be a critical point of F . Testing the weak Euler-Lagrange equation with the function
ϕη ◦ u for ϕ ∈ C1

c (Ω) and then using (3.6), we obtain

0 =

∫
Ω

(〈
Dzf(u,Du), ϕη ◦ u

〉
+ 〈Dpf(u,Du), D(ϕη ◦ u)〉

)
=

∫
Ω
〈Dpf(u,Du), (η ◦ u)⊗Dϕ〉

=

∫
Ω
〈Dpf(u,Du)Tη ◦ u,Dϕ〉.

Therefore if f = f(z, p) has the in�nitesimal symmetry (3.6) and if u is a weak solution to
the Euler-Lagrange equations, then one has the conservation law

div (Dpf(u,Du)T η ◦ u) = 0 weakly in Ω. (3.7)
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In our special case we have φt(z) = R(t)z where R(t) = exp tΛ for Λ ∈ Rn×n skew-symmetric.
It follows that η(z) = Λz and the condition of in�nitesimal symmetry holds, namely

〈Dpf(p), Dη(z)p〉 = 〈p,Λp〉 = 0.

One conludes that a weak harmonic map u : Ω→ Sn−1 satis�es

div (DuT Λu) = 0 weakly in Ω.

In his second paper [27] Frédéric Hélein exploited this relation of symmetries and conservation
laws further to prove regularity for harmonic maps into manifolds with transitive isometry
group [27]. Of course , the key point of Theorem 3.1.1 is that test functions of the type ϕΛu
are su�cient to deduce the full harmonic map system, so that the conservation law is actually
equivalent to the Euler-Lagrange equation.

We now turn to conservation laws associated to symmetries on the domain. For any di�eo-
morphism φ : U → φ(U), U ⊂⊂ Ω, we have by the transformation rule

F(u ◦ φ−1, φ(U)) =

∫
φ(U)

f(y, u(φ−1(y), Du(φ−1(y))D(φ−1)(y)) dy

=

∫
U
f(φ(x), u(x), Du(x)Dφ(x)−1) |detDφ(x)| dx. (3.8)

Chosing a a one-parameter family φt of di�eomorphisms with φ0 = idΩ we compute, putting
ξ = ∂φ

∂t (·, 0) and noting detDφt > 0,

d

dt
F
(
u ◦ φ−1

t , φt(U)
)
|t=0

=

∫
U

(
〈Dxf(·, u,Du), ξ〉 − 〈Dpf(·, u,Du), Du ·Dξ〉+ f(·, u,Du) div ξ

)
=

∫
U

(
〈Dxf(·, u,Du), ξ〉 −

∫
U

〈
DuTDpf(·, u,Du)− f(·, u,Du)IdRm , Dξ

〉
.

It is convenient to introduce the abbreviation

H(x, z, p) = pTDpf(x, z, p)− f(x, z, p) IdRm ∈ Rm×m, (3.9)

or in coordinates

Hα
β (x, z, p) = piα

∂f

∂piβ
(x, z, p)− f(x, z, p) δαβ .

We say that u is critical with respect to inner variations, if

d

dt
F(u ◦ φ−1

t ,Ω)|t=0 = 0 for any �ow φt of a vector �eld ξ ∈ C∞c (Ω,Rm). (3.10)

We have φt = id on Ω\spt ξ, so φ : Ω×R→ Ω is globally de�ned and smooth, with φ−1
t = φ−t.

By the calculation above, we see that (3.10) implies

divH(·, u,Du) +Dxf(·, u,Du) = 0 weakly in Ω. (3.11)
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In coordinates this takes the form

∂β[Hα
β (·, u,Du)] + (∂αf)(·, u,Du) = 0 for α = 1, . . . ,m.

Equation (3.11) is called Noether's equation in [19], it replaces the Euler-Lagrange equation
in the setting of inner variations. Now in view of (3.8), a di�eomorphism φ : Ω → φ(Ω) is
called a symmetry for the Lagrangian f = f(x, z, p) if

f(φ(x), z, pDφ(x)−1) |detDφ(x)| = f(x, z, p) for all (x, z, p) ∈ Ω× Rn × Rn×m.

Again we replace this by an in�nitesimal version. Assuming a one-parameter family φt of such
symmetries, we get by di�erentiating and putting ξ = ∂φ

∂t |t=0

〈Dxf(x, z, p), ξ(x)〉 − 〈H(·, z, p), Dξ(x)〉 = 0. (3.12)

If u ∈ C1(Ω,Rn) is critical for inner variations, then any such in�nitesimal symmetry ξ yields
a conservation law. Namely, testing (3.11) with ϕξ where ϕ ∈ C1

c (Ω) we �nd

0 =

∫
Ω
ϕ
〈
Dxf(·, u,Du), ξ

〉
−
∫

Ω

〈
H(·, u,Du), D(ϕξ)

〉
=

∫
Ω
ϕ
(〈
Dxf(·, u,Du), ξ

〉
−
〈
H(·, u,Du), Dξ

〉)
−
∫

Ω

〈
H(·, u,Du)Tξ,Dϕ

〉
= −

∫
Ω

〈
H(·, u,Du)Tξ,Dϕ

〉
.

In other words

div (H(·, u,Du)Tξ) = 0 weakly in Ω. (3.13)

As an example, let us reconsider the conformal invariance of the Dirichlet integral. We have
for the Dirichlet integral, writing pe1 = v and pe2 = w,

H(p) =

(
1
2(|v|2 − |w|2) 〈v, w〉
〈v, w〉 −1

2(|v|2 − |w|2)

)
.

Now u critical with respect to inner variations means∫
Ω

〈
H(Du),

(
λx λy
µx µy

)〉
= 0 for all (λ, µ) ∈ C1

c (Ω,R2).

Clearly, this just says that the function h = |ux|2 − |uy|2 − 2i〈ux, uy〉 is holomorphic. The
complex quadratic di�erential h(z) dz2 is called the Hopf di�erential of the map [32]. Next,
the condition that a vector �eld ξ = (a, b) is an in�nitesimal symmetry reads〈(

1
2(|v|2 − |w|2) 〈v, w〉
〈v, w〉 −1

2(|v|2 − |w|2)

)
,

(
ax ay
bx by

)〉
= 0 for all v, w ∈ Rn.

As expected, this is equivalent to ξ = a + ib being holomorphic. It is easy to see that the
(local) �ow of ξ is then by biholomorphic transformations.
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Clearly the Noether equation will generally not imply the Euler-Lagrange equation, since inner
variations only compare to reparametrizations of a given map. For instance, any map is critical
for the area integral with respect to inner variations. Naively, one might expect the reverse
implication to hold. Namely, writing the Euler-Lagrange equation formally as DF(u) = 0 and
applying the chain rule, we should get

d

dt
F(u ◦ φt)|t=0 = DF(u)(u ◦ φt)′(0) = 0.

In other words, the Noether equation should follow from the Euler-Lagrange equation by
testing with ϕ = (u ◦ φt)′(0); this is actually true if u is su�ciently smooth. However, if
u is just a weak solution then ϕ may not be admissible as test function because of lack of
regularity, as it involves a derivative of u:

ϕ = Du · ξ where ξ =
∂φ

∂t
|t=0.

This gap is re�ected in the regularity theory of harmonic maps, where inner variations played
an important role.

The story started with C.B. Morrey who proved regularity of minimizers in two dimensions
[37]. Much later R. Schoen improved this by showing that weak solutions are regular, provided
they are also critical with respect to inner variations [50]; this is of course ful�lled for minimiz-
ers by one-dimensional calculus. Actually, Schoen's proof is essentially based on previous work
by M. Grüter who showed regularity of weak H surfaces, that is solutions of the prescribed
mean curvature system which are conformally parametrized [24], see Section 2.3 in Jost's book
[33]. Eventually F. Hélein found that inner variations are not needed at all to prove regularity
in two dimensions [28]. In dimensions m ≥ 3 R. Schoen and K. Uhlenbeck proved partial
regularity of minimizers, saying that the singular set has Hausdor� dimension at most m− 3
and consists of isolated points for m = 3 [51]. F. Lin showed that the map u(x) = x/|x| is
in fact minimizing from Bm to Sm−1 for any m ≥ 3 [35]. For weak solutions C. Evans [13]
and then F. Béthuel [3] showed that the singular set S has Hausdor� measure Hm−2(S) = 0,
again provided the map is also critical with respect to inner variations. In fact only dilations
are needed, they yield a crucial monotonicity formula. Any hopes for partial regularity of
weak solutions in dimension m ≥ 3 without further assumptions were dashed by T. Rivière
[45]. He constructed a harmonic map u ∈W 1,2(B3, S2) which is everywhere discontinuous. In
particular, this solution is not critical with respect to dilations in the domain.

3.2 Wente's inequality

In this section we are back to dimension m = 2, in fact we only consider maps de�ned on the
unit disk D. Let us start the discussion with the classical Dirichlet problem for the Poisson
equation, assuming that

−∆u = f weakly in D where u ∈W 1,2
0 (D).

A very fundamental estimate, due to Calderon and Zygmund, asserts that if f ∈ Lp(D) where
1 < p <∞, then u ∈W 2,p(D) and

‖u‖W 2,p(D) ≤ C(p) ‖f‖Lp(D).
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In the case of the harmonic map or prescribed mean curvature systems, this does not apply
directly because the right hand side, being quadratic in the gradient, belongs a priori only to
L1(D). The Calderon-Zygmund theory does not extend to the space L1; the di�culty was al-
ready observed in Example 2.4.2. Henry Wente found that this drawback can be compensated
if the right hand side has a special algebraic structure, namely when f is a Jacobi determinant.
We refer to Hélein's book [29] for an in-depth discussion.

Theorem 3.2.1 ([65]). For a, b ∈ W 1,2(D) given and {a, b} = axby − aybx, there exists a

unique function u ∈W 1,2
0 (D) solving∫

D
〈du, dϕ〉 =

∫
D
{a, b}ϕ for all ϕ ∈W 1,2

0 ∩ L∞(D), (3.14)

The solution belongs belongs to C0(D) and satis�es

‖u‖C0(D) ≤
1

2π
‖da‖L2(D) ‖db‖L2(D), (3.15)

‖du‖L2(D) ≤
1√
2π
‖da‖L2(D) ‖db‖L2(D). (3.16)

Proof. The uniqueness of the solution is standard. The key to existence are the estimates,
assuming that a, b and hence u are smooth on the closed disk; everything else will follow by
a simple approximation argument. We observe that the equation is nothing but the third
component of the constant mean curvature system for H = −1. More precisely, consider the
scalar functional, for ω = 1

3XxdVR3 ,

Fa,b(u) =
1

2

∫
D
|Df |2 −

∫
D
f∗ω, where f = (a, b, u).

Then we have from Lemma 2.2.1, noting that 〈fx ∧ fy, e3〉 = {a, b},

d

dt
Fa,b(u+ tϕ)|t=0 =

∫
D
〈du, dϕ〉 −

∫
D
{a, b}ϕ.

In particular, the equation (3.14) is invariant under orientation-preserving, conformal di�eo-
morphisms, acting on all variables a, b and u. Moreover, also the quantities in (3.15) are
conformally invariant. For the C0 estimate, this discussion shows that it is su�cient to bound
u(0). Namely, for a ∈ D we consider the disk automorphism

φ(z) =
z + a

1 + az
.

By conformal invariance, we can bound (u ◦ φ)(0) = u(a), which gives the result. Now by
Green's formula we have, writing r = |z|,

u(0) =
1

2π

∫
D

(log r) da ∧ db

=
1

2π
lim
ε↘0

∫
D\Dε(0)

d
(
(log r)a db

)
− 1

2π
lim
ε↘0

∫
D\Dε(0)

a
dr

r
∧ db

= − 1

2π

∫ 1

0

dr

r

∫ 2π

0
a(r, ϕ)

∂b

∂ϕ
(r, ϕ) dϕ.
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Let â(r) be the mean value of a(r, ·) on [0, 2π], and estimate∣∣∣ ∫ 2π

0
a(r, ϕ)

∂b

∂ϕ
(r, ϕ) dϕ

∣∣∣ =
∣∣∣ ∫ 2π

0
(a(r, ϕ)− â(r))

∂b

∂ϕ
(r, ϕ) dϕ

∣∣∣
≤

∥∥a− â(r)
∥∥
L2(0,2π)

·
∥∥ ∂b
∂ϕ

∥∥
L2(0,2π)

≤
∥∥ ∂a
∂ϕ

∥∥
L2(0,2π)

·
∥∥ ∂b
∂ϕ

∥∥
L2(0,2π)

.

In the last step we used the Poincaré inequality on (0, 2π) for functions having zero mean
value; this follows easily by Fourier expansion. We conclude

|u(0)| ≤ 1

2π

∫ 1

0

∥∥ ∂a
∂ϕ

∥∥
L2(0,2π)

·
∥∥ ∂b
∂ϕ

∥∥
L2(0,2π)

dr

r

≤ 1

2π

(∫ 1

0

∫ 2π

0

1

r2

∣∣ ∂a
∂ϕ

∣∣2 rdrdϕ)1/2
·
(∫ 1

0

∫ 2π

0

1

r2

∣∣ ∂b
∂ϕ

∣∣2 rdrdϕ)1/2

≤ 1

2π
‖da‖L2(D) · ‖db‖L2(D).

The L2 bound for du now follows simply by testing with u and using Cauchy-Schwarz:∫
D
|du|2 =

∫
D
u{a, b} ≤ ‖u‖C0(D)‖da‖L2(D)‖db‖L2(D) ≤

1

2π
‖da‖2L2(D)‖db‖

2
L2(D).

In the smooth case the estimates are settled. Given a, b ∈ W 1,2(D) we approximate ak → a,
bk → b inW 1,2(D), where ak, bk are in C

∞(D). Let uk be the solution of the Dirichlet problem

−∆uk = {ak, bk} in D, uk|∂D = 0.

Then uk − ul is zero on ∂D and satis�es

−∆(uk − ul) = {ak, bk} − {al, bl} = {ak − al, bk}+ {al, bk − bl}.

We have ‖dak‖L2(D) + ‖dbk‖L2(D) ≤ C for all k. By uniqueness and the estimates, we obtain

‖uk − ul‖C0(D) + ‖d(uk − ul)‖L2(D) ≤ C
(
‖d(ak − al)‖L2(D) + ‖d(bk − bl)‖L2(D)

)
→ 0 as k, l→∞.

Thus uk → u in both W 1,2
0 (D) and C0(D), and u satis�es the desired estimates. To get the

weak equation for test functions ϕ ∈W 1,2
0 ∩ L∞(D), we compute∫

D
〈du, dϕ〉 = lim

k→∞

∫
D
〈duk, dϕ〉 = lim

k→∞

∫
D
ϕ{ak, bk} =

∫
D
ϕ{a, b}.

A slight extension of Wente's theorem is the following statement for superweak solutions.

Corollary 3.2.2. Let a, b ∈W 1,2(D) and assume that v ∈ L1(D) solves

−
∫
D
v∆ϕ =

∫
D
ϕ{a, b} for all ϕ ∈ C∞(D), ϕ|∂D = 0. (3.17)

Then v is the solution from Theorem 3.2.1, in particular v ∈W 1,2
0 (D) ∩ C0(D).
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Proof. We �rst note that weak solutions also satisfy the superweak formulation (3.17). In
fact, assume that u ∈W 1,p

0 (D), p ∈ [1, 2], solves the boundary value problem∫
D
〈Du,Dϕ〉 =

∫
D
ϕ{a, b} for all ϕ ∈ C∞(D), ϕ|∂D = 0.

Then by Sobolev trace theory, using u = 0 on ∂D,∫
D
〈Du,Dϕ〉 =

∫
∂D

u
∂ϕ

∂r
−
∫
D
u∆ϕ = −

∫
D
u∆ϕ.

We apply this to the solution u ∈W 1,2
0 (D) given by Theorem 3.2.1, and get by subtracting∫

D
(u− v)∆ϕ = 0 for all ϕ ∈ C∞(D), ϕ|∂D = 0.

Now for any η ∈ C∞c (D) we can choose ϕ ∈ C∞(D) with zero boundary values, such that
∆ϕ = η. It follows that v = u.

By the Wente lemma, weak solutions u ∈W 1,2(D,R3) of the constant mean curvature system
are continuous; in fact we can always substract a harmonic function to achieve boundary values
zero. For the prescribed mean curvature system with variable H, we already mentioned the
regularity result of Grüter [24], assuming additionally the conformality relations. His argument
is much di�erent, the idea is that the image varifold under the map u : D → R3 has weak
mean curvature H and hence satis�es a monotonicity formula. Finally, Riviére proved that
all weak solutions are regular [46]; his proof will be presented in Chapter 5.

3.3 Regularity of harmonic maps from the disk to Sn−1

The regularity of two-dimensional harmonic maps was proved by F. Hélein around 1990, in
three papers of increasing generality as regards the target [26, 27, 28]. The �rst one studied
the case of a round sphere, the second addressed homogeneous spaces and �nally the third
covered all compact submanifolds. Here we take up the case of a round sphere, starting with a
simple two-dimensional Hodge lemma. The Hodge decomposition in arbitrary dimension will
be discussed in connection with Uhlenbeck's Coulomb gauge theorem, see Theorem 6.1.2.

We denote by d∗ the formal adjoint to the exterior derivative d with respect to the L2 in-
ner product. In R2 one easily calculates the following table:

a ∈ C1(D) da = ax dx+ ay dy d∗a = 0

ω = u dx+ v dy ∈ C1(D,Λ1(R2)) dω = (vx − uy) dx ∧ dy d∗ω = −(ux + vy)

β = b dx ∧ dy ∈ C1(D,Λ2(R2)) dβ = 0 d∗β = by dx− bx dy.

In particular d∗da = −∆a and dd∗β = −∆b dx∧ dy. A rather important observation, in view
of the Wente lemma, is that1

〈da, d∗β〉 = axby + ay(−bx) = {a, b}.

We are now ready to state the Hodge lemma.

1In the notation of Riviére, 〈da, d∗β〉 = 〈∇a,∇⊥b〉.
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Lemma 3.3.1 ([31]). On the unit disk D ⊂ R2, any di�erential form ω ∈ L2(D,Λ1(R2)) has

a unique L2-orthogonal decomposition

ω = da+ d∗β where a ∈W 1,2
0 (D), β ∈W 1,2(D,Λ2(R2)) with

∫
D
β = 0.

If d∗ω = 0 as distribution, then a = 0.

Proof. For any a ∈ C∞c (D), β ∈W 1,2(D,Λ2(R2)), we have∫
D
〈da, d∗β〉 =

∫
D
〈d(da), β〉 = 0, hence dW 1,2

0 (D) ⊥ d∗W 1,2(D,Λ2(R2)).

Now if da+ d∗β = ω, then testing with da gives

‖da‖2L2(D) =

∫
D
〈da, da〉+

∫
D
〈d∗β, da〉 =

∫
D
〈ω, da〉.

This shows that d∗ω = 0 implies a = 0. Moreover from the Poincarè inequality we get

‖a‖W 1,2(D) ≤ C ‖da‖L2(D) ≤ C ‖ω‖L2(D).

ω = 0 implies further d∗β = 0, which proves the uniqueness. For existence we solve

d∗da = −∆a = d∗ω in D where a ∈W 1,2
0 (D).

Then d∗(ω − dα) = 0, which is the integrability condition to get the desired solution of

d∗β = ω − dα, β ∈W 1,2(D,Λ2(R2)) with

∫
D
β = 0.

In fact, the Poincaré lemma does not apply directly due to lack of regularity. But we can
solve classically d∗βε = (ω − dα)ε on D1−ε(0), where the right hand side is molli�ed. The
constant coe�cient operator d∗ commutes with smoothing, so that the integrability condition
is preserved. Then we normalize and let ε↘ 0.

The proof of regularity for two-dimensional harmonic maps u : D → Sn−1 divides into two
steps: �rst one shows that u is continuous, this is due to Hélein. The second step proving
smoothness was known before Hélein's work, it is not speci�c to harmonic maps but applies
to general elliptic systems with right hand side quadratic in Du.

Theorem 3.3.2 ([26]). 2-dimensional harmonic maps u ∈W 1,2(D,Sn−1) are continuous.

Proof. Our aim is to realize the right hand side of the Euler-Lagrange equation as a sum of
terms of the form 〈da, d∗β〉, i.e. Jacobi determinants. Denote the rows of the Jacobi matrix
Du by dui. The Euler-Lagrange equation is

−∆uj =
n∑
i=1

〈dui, dui〉uj .

Now dui is a di�erential, thus ωij = ujdui should be a co-di�erential. This is only possible if
d∗ωij = 0. Now the conservation law, Theorem 3.1.1, comes into play. We know that

div(DuTΛiju) = 0 where Λij = ei ⊗ ej − ej ⊗ ei.
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We compute for v ∈ R2

〈DuTΛiju, v〉R2 = 〈Λiju,Du · v〉Rn = 〈ujdui − uiduj , v〉R2 .

Thus d∗(ujdui − uiduj) = 0 in the sense of distributions, so by the Hodge lemma

ujdui − uiduj = d∗βij where βij = bij dx ∧ dy ∈W 1,2(D,Λ2(R2)).

Luckily, the equation |u|2 = 1 yields the identity

0 = d
(1

2
|u|2
)

=

n∑
i=1

ui dui.

Thus we can write the harmonic map system as

−∆uj =

n∑
i=1

〈dui, ujdui − uiduj〉R2 =

n∑
i=1

〈dui, d∗βij〉 =

n∑
i=1

{ui, bij}.

To arrange for zero boundary values, we let h ∈ W 1,2(D,Rn) be the harmonic extension of
u|∂D. Then v = u− h ∈W 1,2(D,Rn) solves the problem

−∆vj =
n∑
i=1

{ui, bij} in D, v = 0 on ∂D.

We have v ∈ C0(D,Rn) by Theorem 3.2.1, the Wente lemma. As the harmonic function h is
smooth in D, we conclude that u = v + h is also continuous in D.

In the remaining part of this section we take up the problem of higher regularity for systems of
harmonic map type in arbitrary dimensions. This goes back to S. Hildebrandt, K.-O. Widman
and M. Wiegner.

Theorem 3.3.3 ([30, 66]). Let u ∈W 1,2 ∩ L∞(B2(0),Rn) be a weak solution of the equation

−∆u = A(u)(Du,Du) on B2(0) ⊂ Rm, m ≥ 2. Assume that for constants a,M <∞

|A(z)(p, p)| ≤ a |p|2 for all |z| ≤M, p ∈ Rn×m, (3.18)

‖u‖L∞(B2(0)) ≤ M. (3.19)

Then the following holds:

(1) Let α ∈ (0, 1). If aM ≤ ε0 = ε0(α) then u ∈ C0,α(B1(0),Rn).

(2) For α ∈ (2
3 , 1) we get further u ∈ C1,µ(B1(0),Rn), where µ = 3

2α− 1 ∈ (0, 1
2).

Proof. For x ∈ B1(0) and % ∈ (0, 1], let v ∈ W 1,2(B%(x),Rn) be harmonic with v − u ∈
W 1,2

0 (B%(x)). We have the standard estimates

sup
B%(x)

|v| ≤ ‖u‖L∞(B%(x)) ≤M,

sup
B%/2(x)

|Dv|+ % sup
B%/2(x)

|D2v| ≤ C

%m/2
‖Dv‖L2(B%(x)).
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For w = u− v and φ ∈W 1,2
0 ∩ L∞(B%(x),Rn) we infer∫
B%(x)

〈Dw,Dφ〉 =

∫
B%(x)

〈A(u)(Du,Du), φ〉.

Taking φ = w yields the inequality∫
B%(x)

|Dw|2 =

∫
B%(x)

〈A(u)(Du,Du), w〉 ≤ a ‖w‖L∞(B%(x))

∫
B%(x)

|Du|2. (3.20)

Now let θ ∈ (0, 1
2 ]. By the above bounds for v, we have the decay∫

Bθ%(x)
|Dv|2 ≤ C(θ%)m sup

B%/2(x)
|Dv|2 ≤ Cθm

∫
B%(x)

|Dv|2.

Using ‖w‖L∞(B%(x)) ≤ ‖u‖L∞(B%(x)) + ‖v‖L∞(B%(x)) ≤ 2M , we estimate

(θ%)2−m
∫
Bθ%(x)

|Du|2 ≤ 2(θ%)2−m
∫
Bθ%(x)

|Dv|2 + 2(θ%)2−m
∫
Bθ%(x)

|Dw|2

≤ Cθm(θ%)2−m
∫
B%(x)

|Dv|2 + 4aM(θ%)2−m
∫
B%(x)

|Du|2

≤ Cθ2
(
1 + aMθ−m

)
%2−m

∫
B%(x)

|Du|2.

In the last step we used that v(x) minimizes the Dirichlet energy with given boundary values.
Assume for the moment that

aM ≤ θm, (3.21)

so that for any x ∈ B1(0), % ∈ (0, 1] we have the inequality

φ(x, θ%) ≤ Cθ2φ(x, %) where φ(x, %) = %2−m
∫
B%(x)

|Du|2.

Given % ∈ (0, 1] we choose k ∈ N0 with θk+1 < % ≤ θk, and iterate

φ(x, %) ≤ θ2−mφ(x, θk)

≤ θ2−m(Cθ2)kφ(x, 1)

≤ θ2−m−2α(Cθ2−2α)k %2α

∫
B2(0)

|Du|2.

Given α ∈ [0, 1), we chose θ = θ(α) ∈ (0, 1
2 ] with Cθ2−2α ≤ 1, and take ε0 = θm in assumption

(1). Then (3.21) holds, and we conclude

%2−m
∫
B%(x)

|Du|2 ≤ C(α)%2α

∫
B2(0)

|Du|2.

By Morrey's Dirichlet growth theorem u(x) is α-Hölder continuous on B1(0). To prove that
Du is also Hölder continous, we use that the L∞ bound for w has improved. Namely writing
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ux,% for the mean value on B%(x) we can now estimate, again using the maximum principle
for harmonic functions,

‖w‖L∞(B%(x) ≤ ‖u− ux,%‖L∞(B%(x)) + ‖v − ux,%‖L∞(B%(x)) ≤ 2‖u− ux,%‖L∞(B%(x)) ≤ C%α.

Inserting this into (3.20) yields, passing to mean value integrals,∫
−
B%(x)

|Dw|2 ≤ C%α
∫
−
B%(x)

|Du|2 ≤ C %α%2α−2 = C%3α−2.

For simplicity, we allow the constant C to depend on ‖Du‖L2(B2(0)), and we will write 2µ :=
3α− 2 > 0. Clearly ∫

−
Bθ%(x)

|Dw|2 ≤ θ−m
∫
−
B%(x)

|Dw|2 ≤ Cθ−m%2µ,

|(Dw)x,θ%|2 ≤
∫
−
Bθ%(x)

|Dw|2 ≤ Cθ−m%2µ.

This gives∫
−
Bθ%(x)

|Du− (Du)x,θ%|2 ≤ 2

∫
−
Bθ%(x)

|Dv − (Dv)x,θ%|2 + 2

∫
−
Bθ%(x)

|Dw|2 + 2|(Dw)x,θ%|2

≤ 2

∫
−
Bθ%(x)

|Dv − (Dv)x,θ%|2 + Cθ−m%2µ.

It remains to estimate for the harmonic function v. Using the Poincaré inequality and the
standard bounds from above we obtain, for A ∈ Rn×m arbitrary,∫

−
Bθ%(x)

|Dv − (Dv)x,θ%|2 ≤ C(θ%)2

∫
−
Bθ%(x)

|D2v|2

≤ C(θ%)2%−2

∫
−
B%(x)

|Dv −A|2

= Cθ2

∫
−
B%(x)

|D(v − `)|2 where `(y) = Ay

≤ Cθ2

∫
−
B%(x)

|Du−A|2.

In the last step the minimizing property of v−` was used. Taking A = (Du)x,% and combining
we arrive at

φ(x, θ%) ≤ Cθ2φ(x, %) + Cθ−m%2µ where φ(x, %) =

∫
−
B%(x)

|Du− (Du)x,%|2.

Using induction, we see that

φ(x, θk) ≤ (Cθ2)kφ(x, 1) + Cθ−mθ(k−1)2µ
k−1∑
j=0

(Cθ2−2µ)j

≤ Cθ2µk
(

(Cθ2−2µ)k + θ−m−2µ
k−1∑
j=0

(Cθ2−2µ)j
)
.
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Now �x α ∈ (2
3 , 1) or equivalently µ ∈ (0, 1

2), and chose θ ∈ (0, 1
2 ] with Cθ2−2µ ≤ 1

2 . Then for
θk+1 < % ≤ θk we infer, using the best approximating property of the mean value,

φ(x, %) =

∫
−
B%(x))

|Du− (Du)x,%|2

≤
∫
−
B%(x))

|Du− (Du)x,θk |2

≤ θ−m
∫
−
B
θk

(x)
|Du− (Du)x,θk |2

≤ C%2µ.

Campanato's lemma implies that Du is µ-Hölder continuous on B1(0).

Corollary 3.3.4. Let u ∈W 1,2∩L∞(U,M) be a harmonic map on the open set U ⊂ Rm into

the smooth submanifold M ⊂ Rn. Assume that u(x) is continuous at x0 ∈ U , more precisely

lim
%↘0
‖u− p‖L∞(B%(x0)) = 0 for some p ∈M.

Then u(x) is smooth in a full neighborhood of x0.

Proof. By translations we may assume x0 = 0 and p = 0. The uλ : B → M , uλ(x) = u(λx),
are harmonic and satisfy

‖uλ‖L∞(B2(0)) = ‖u‖L∞(B2λ(0)) → 0 as λ↘ 0.

For �xed α ∈ (0, 1), Theorem 3.3.3 yields uλ ∈ C1,µ(B1(0),Rn) for some µ > 0. Thus
A(u)(Du,Du) is of class C0,µ near the origin, which means that its Newtonian potential and
hence u(x) are locally C2,µ on a neighborhood of the origin. Repeated application of the
Schauder estimates shows that u(x) is smooth on that neighborhood.



Chapter 4

Hardy space

In this chapter we discuss applications involving estimates in Hardy space H1(Rn).

4.1 Higher integrability of Jacobi determinants

We start by collecting some basic results about the maximal function.

Lemma 4.1.1. Let f : Rn → [0,∞) be measurable and 0 < p <∞. Then we have∫
Rn
fp(x) dx = p

∫ ∞
0

αp−1|{x : f(x) > α}| dα. (4.1)

Proof. Let χf be the characteristic function of the set {(x, α) ∈ Rn × [0,∞) : f(x) > α}.
Then χf is Ln × L1 measurable, and

f(x)p = p

∫ f(x)

0
αp−1 dα = p

∫ ∞
0

αp−1χf (x, α) dα.

Integrating we get by Fubini's theorem∫
Rn
f(x)p dx = p

∫ ∞
0

αp−1

∫
Rn
χf (x, α) dx dα = p

∫ ∞
0

αp−1|{x : f(x) > α}| dα.

De�nition 4.1.2. For f ∈ L1
loc(Rn) we de�ne its maximal function Mf : Rn → [0,∞] by

Mf(x) = sup
r>0

1

|Br(x)|

∫
Br(x)

|f(x)| dx. (4.2)

When dealing with the maximal function one needs two basic principles, the Vitali covering
lemma and the Calderon Zygmund decomposition. In Vitali's lemma the following notation
is used: for any ball B we write 5B for the concentric ball with 5 times the radius.

Theorem 4.1.3 (Vitali). Let B be a family of nondegenerate closed balls in Rn with diameter

bounded by a constant d < ∞. Then there exists a disjoint subfamily B′ with the following

property: for any B ∈ B there is a B′ ∈ B′ such that

B ∩B′ 6= ∅ and diamB′ > diamB/2,

33
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in particular B ⊂ 5B′. Thus if B is a covering of a set E then

|E| ≤ 5n
∑
B′∈B′

|B′|. (4.3)

Proof. Divide B into the families Bk with diameter in (2−k−1d, 2−kd] for k = 0, 1, . . .. We
de�ne B′ =

⋃∞
k=0 B′k inductively as follows: B′0 is a maximal disjoint subfamily of B0, and B′k

is a maximal disjoint subfamily of those balls in Bk, which do not intersect any ball that was
previously selected. Now any B ∈ B belongs to some Bk. By maximality, it must intersect a
ball B′ ∈ B′j for some j ≤ k, which proves the theorem.

Theorem 4.1.4 (Calderon-Zygmund [7]). Let f ∈ L1(Rn) with f ≥ 0. For any α > 0
there exists a countable family G of closed cubes with pairwise disjoint interior, such that the

following holds:

(i) α <
∫
−Q f(x) dx ≤ 2nα for any Q ∈ G.

(ii) f(x) ≤ α for almost all x ∈ Rn\G, where G =
⋃
Q∈G Q.

(iii) |G| ≤ C

α
‖f‖L1(Rn).

Proof. Chose a subdivision of Rn into congruent cubes P having volume |P | ≥ 1
α‖f‖L1(Rn),

and denote this family by F0. Clearly for P ∈ F0

1

|P |

∫
P
f(x) dx ≤ α. (4.4)

Using induction we now de�ne families Fk, Gk of cubes for k = 1, 2, . . .. For this divide each
P ∈ Fk−1 into 2n congruent subcubes using edge bisection. Then denote by Fk the subfamily
for which (4.4) holds, and by Gk the subfamily where (4.4) fails. The union of the cubes in
Fk, Gk is denoted by Fk,Gk; we note Rn = Fk ∪

⋃k
j=1Gj . The process is iterated as long as

Fk is nonempty. We prove the result for G =
⋃
Gk. Two cubes Q ∈ Gk, Q′ ∈ G` with k < `

have disjoint interior, since Q′ comes from some P ∈ Fk. If Q belongs to Gk and comes from
P ∈ Fk−1, then

α <
1

|Q|

∫
Q
f(x) dx ≤ 2n

|P |

∫
P
f(x) dx ≤ 2nα.

This proves (i). For x /∈ G, we have x ∈ Pk for a sequence Pk ∈ Fk, thus

1

|Pk|

∫
Pk

f(x) dx ≤ α where |Pk| → 0.

By the Lebesgue di�erentiation theorem, see Cor. 2, Sect. 1.7 of [14], the left hand side
converges to f(x) a.e. which proves (ii). Finally (iii) follows since

|G| =
∑
Q∈G
|Q| ≤ 1

α

∑
Q∈G

∫
Q
|f(x)| dx =

1

α

∫
G
|f(x)| dx.
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Our aim is to compare the function with its maximal function in terms of integrability. The
following are the key inequalities.

Lemma 4.1.5. Let f ∈ L1
loc(Rn), f ≥ 0, and α > 0. Then for a constant C = C(n) <∞

|{x : Mf(x) > α}| ≤ C

α

∫
{x:f(x)>α

2
}
f(x) dx. (4.5)

Reversely, there are constants C = C(n) <∞, λ = λ(n) > 0, such that

1

α

∫
{x:f(x)>α}

f(x) dx ≤ C |{x : Mf(x) > λα}|. (4.6)

Proof. To prove (4.5) we chose for each x ∈ Rn with Mf(x) > α a radius rx > 0 such that∫
Bx
f(y) dy > α|Bx| where Bx = Brx(x).

By Vitali, Theorem 4.1.3, there are disjoint Bxk , k ∈ N, such that the set {x : Mf(x) > α} is
covered by the enlarged balls 5Bxk . Hence

|{x : Mf(x) > α}| ≤ 5n
∞∑
k=1

|Bxk | ≤ 5n

α

∞∑
k=1

∫
Bxk
|f(y)| dy ≤ 5n

α

∫
Rn
|f(x)| dx. (4.7)

The trick to obtain the improved inequality (4.5) is to consider

f1(x) =

{
f(x) if f(x) ≥ α/2,
0 otherwise.

Clearly f(x) ≤ f1(x) + α
2 for all x ∈ Rn, which implies Mf(x) ≤Mf1(x) + α

2 and thus

{x : Mf(x) > α} ⊂ {x : Mf1(x) >
α

2
}.

Applying the previous estimate (4.7) to f1 yields

|{x : Mf(x) > α}| ≤ |{x : Mf1(x) >
α

2
}| ≤ 2 · 5n

α

∫
{x:f(x)>α/2}

f(x) dx.

We now prove (4.6), �rst assuming f ∈ L1(Rn). Let Q ∈ G be as in Theorem 4.1.4 by
Calderon-Zygmund. Then for any x ∈ Q we have, putting d = diamQ,

α <
1

|Q|

∫
Q
f(y) dy ≤ |Bd(x)|

|Q|
1

|Bd(x)|

∫
Bd(x)

f(y) dy ≤ 2nnn/2Mf(x).

Using (ii) and (i) from Theorem 4.1.4 we infer, recalling that cubes in G have disjoint interior,

1

α

∫
{x:f(x)>α}

f(x) dx ≤ 1

α

∑
Q∈G

∫
Q
f(x) dx

≤ 2n
∑
Q∈G
|Q|

≤ 2n|{x : Mf(x) > 2−nn−n/2α}|.
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To get (4.6) for f ∈ L1
loc(Rn) we apply the result to fk = χ{|x|<k}f ↗ f , this yields

1

α

∫
{x:fk(x)>α}

fk(x) dx ≤ C |{x : Mfk(x) > λα}| ≤ C |{x : Mf(x) > λα}|.

The left hand side passes to the limit by monotone convergence.

As �rst consequence, we show that for 1 < p < ∞ there is no di�erence between f and Mf
when it comes to Lp integrability.

Theorem 4.1.6 (Hardy-Littlewood). For f ∈ Lp(Rn) with 1 < p ≤ ∞ we have

‖Mf‖Lp(Rn) ≤ C‖f‖Lp(Rn) where C = C(n, p) <∞. (4.8)

Proof. The case p = ∞ holds with constant C(n,∞) = 1. For 1 < p < ∞ we estimate using
(4.1) and (4.5)∫

Rn
|Mf(x)|p dx = p

∫ ∞
0

αp−1|{x : |Mf(x)| > α} dα

≤ C(n)p

∫ ∞
0

αp−2

∫
{x∈Rn:|f(x)|>α/2}

|f(x)| dx dα

= C(n)p

∫
Rn
|f(x)|

∫ 2|f(x)|

0
αp−2 dα dx

≤ C(n)2p−1p

p− 1

∫
Rn
|f(x)|p dx.

Remark 4.1.7. The function Mf is never in L1(Rn) unless f ≡ 0. In fact, for any R <∞
we have BR(0) ⊂ B2|x|(x) for |x| ≥ R, yielding the lower bound

Mf(x) ≥ 1

|B2|x|(x)|

∫
B2|x|(x)

|f(y)| dy ≥ c

|x|n

∫
BR(0)

|f(y)| dy.

If ‖f‖L1(BR(0)) > 0 then the right hand side is not integrable. To get an example where the

maximal function is locally not integrable consider f : Rn → R given by

f(x) =
1

|x|n log2 |x|
χB1/e(0) ≥ 0 where e = 2.718 . . . .

We compute substituting r = e−t for 0 < % ≤ 1/e∫
B%(0)

f(x) dx =

∫ %

0

dr

r log2 r
=

∫ ∞
− log %

dt

t2
= − 1

log %
.

In particular f ∈ L1(Rn). On the other hand as B2|x|(x) ⊃ B|x|(0), we estimate for |x| ≤ 1/e

Mf(x) ≥ c(n)

|x|n

∫
B2|x|(x)

f(y) dy ≥ c(n)

|x|n

∫
B|x|(0)

f(y) dy ≥ − c(n)

|x|n log |x|
.

The right hand side is not integrable near the origin (for the integrals see also example 2.4.2).
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Contrary to the case p > 1, the L1 integrability of the maximal function Mf implies an
improved integrability of f . This was discovered by E. Stein.

Theorem 4.1.8 (Stein [55]). Let B ⊂ Rn be a round ball. Then for any f ∈ L1(B) we have∫
−
B
|f | log+ |f | ≤ C

(
‖Mf‖L1(B)

)
(4.9)

where log+ := max(1, log).

Proof. We assume f ≥ 0 and B = B1(0) by scaling. By (4.6) we estimate, using λ = λ(n) > 0,∫
B
f(x) log+ f(x) dx =

∫
B
f(x)

∫ ∞
1

χf (x, α)
dα

α
dx

=

∫ ∞
1

1

α

∫
{x:f(x)>α}

f(x) dx dα

≤ C

∫ ∞
1
|{x : Mf(x) > λα}| dα

≤ C

∫ ∞
λ
|{x : Mf(x) > β}| dβ

= C

∫
{x:Mf(x)>λ}

Mf(x) dx

≤ C
(
‖Mf‖L1(B) +

∫
{|x|>1,Mf(x)>λ}

Mf(x) dx
)
.

From spt f ⊂ B we see that for |x| > 1

Mf(x) ≤ C

(|x| − 1)n
‖f‖L1 ,

in particular

Mf(x) > λ ⇒ |x| < 1 +
(C‖f‖L1

λ

)1/n
=: R.

Now for |x| ≥ 3
2 we have Mf(x) ≤ 2nC‖f‖L1 . The inequality (1 + t)n ≤ C(1 + tn) yields∫

{x:|x|> 3
2
,Mf(x)>λ}

Mf(x) dx ≤ C‖f‖L1Rn

≤ C‖f‖L1(1 + ‖f‖L1)

≤ C
(
1 + ‖Mf‖2L1(B)

)
.

On the remaining annulus, consider the re�ection

φ : B1\B 1
2
→ B 3

2
\B1, φ(x) = (2− |x|) x

|x|
.

Given x ∈ B1\B 1
2
, any y ∈ B1 decomposes as y = s x|x| + y⊥ where −1 ≤ s ≤ 1. Then

|s− |x|| ≤ |s− (2− |x|)| which implies

|y − x|2 = (s− |x|)2 + |y⊥|2 ≤ (s− (2− |x|))2 + |y⊥|2 = |y − φ(x)|2.
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Thus Br(φ(x)) ∩B ⊂ Br(x) ∩B for any r > 0. Substituting y = φ(x) we conclude∫
{1<|x|< 3

2
}
Mf(y) dy ≤ C

∫
{ 1
2
<|x|<1}

Mf(φ(x)) dx ≤ C
∫
{ 1
2
<|x|<1}

Mf(x) dx.

The theorem follows by combining the estimates.

Remark 4.1.9. The set of functions for which |f | log+ |f | is integrable is called the L logL
class. As noted by Stein the above theorem is sharp, in the sense that the L logL property

implies the local integrability of Mf . To see this we write for any set E ⊂ Rn∫
E
Mf dx = 2

∫ ∞
0
|{x ∈ E : Mf(x) > 2α}| dα

≤ 2 |E|+ 2

∫ ∞
1
|{x : Mf(x) > 2α| dα.

Now (4.5) yields, with χf (x, α) the characteristic function of {|f(x)| > α},∫ ∞
1
|{x : Mf(x) > 2α}| dα ≤

∫ ∞
1

(C
α

∫
Rn
χ{x:|f(x)|>α}|f(x)| dx

)
dα

= C

∫
Rn
|f(x)|

∫ ∞
1

χf (x, α)
dα

α
dx

= C

∫
Rn
|f(x)| log+ |f(x)| dx.

Thus for an arbitrary set E we obtain∫
E
Mf(x) dx ≤ C

(
|E|+

∫
Rn
|f(x)| log+ |f(x)| dx

)
. (4.10)

Next we review some facts about degree theory and Jacobi determinants. Let Ω ⊂ Rn be
a bounded domain of class C1. For a map u ∈ C2(Ω,Rn) the oriented multiplicity function
iu : Rn → Z is given by

iu(y) =

{∑
u(x)=y sign detDu(x) if y /∈ u(∂Ω) is a regular value,

0 else.
(4.11)

Here y /∈ u(∂Ω) is a regular value if and only if detDu(x) 6= 0 for all x ∈ u−1{y}. By the
inverse function theorem and compactness, each regular value has only �nitely many preimages
so that the sum is de�ned. Our main tool in the following is the transformation formula: for
any g ∈ L1(Ω), the function y 7→

∑
u(x)=y g(x) is integrable on Rn and∫

Ω
g(x)|detDu(x)| dLn(x) =

∫
Rn

( ∑
u(x)=y

g(x)
)
dLn(y).

In particular, the set of points in Rn\u(∂Ω) which are not regular has Lebesgue measure
zero. This is actually a step in the proof of the transformation formula, see [14, Section 3.3].
As u(∂Ω) is also a null set, the �rst alternative in the de�nition of iu applies almost everywhere.
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Now let h ∈ C0
c (Rn). By the transformation formula, we calculate∫

Rn
h(y) iu(y) dLn(y) =

∫
Ω
h(u(x)) sign detDu(x)|detDu(x)| dLn(x)

=

∫
Ω
h(u(x)) detDu(x) dLn(x)

=

∫
Ω
u∗(h(y) dy),

where dy = dy1 ∧ . . . ∧ dyn. Inserting h = div φ where φ ∈ C1
c (Rn,Rn) we infer∫

Rn
(div φ) iu dLn =

∫
Ω
u∗(div φdy) =

∫
Ω
u∗d(φxdy) =

∫
Ω
du∗(φxdy) =

∫
∂Ω
u∗(φxdy).

Taking sptφ ⊂ Rn\u(∂B) yields Diu = 0 on Rn\u(∂B), hence iu is constant on the compo-
nents of that set. For general φ we compute further

u∗(φxdy)(e1, . . . , êj , . . . , en) = det(φ ◦ u, ∂1u, . . . , ∂̂ju, . . . , ∂nu)

= (φi ◦ u) det(ei, ∂1u, . . . , ∂̂ju, . . . , ∂nu)

= (−1)j−1(φi ◦ u) cof(Du)ij .

Here cofij(Du) equals (−1)i+j times the ij-minor, i.e. the subdeterminant when the i-th row
and j-th column of Du is omitted. Now assume |φ| ≤ 1, so that by Cauchy-Schwarz∣∣∣ ∫

∂Ω
u∗(φxdy)

∣∣∣ ≤ ∫
∂Ω
|u∗(φxdy)| dHn−1 ≤

∫
∂Ω
|cof(Du)| dHn−1.

Recalling the de�nition of the variation measure |Diu| we arrive at

|Diu|(Rn) ≤
∫
∂Ω
|cof(Du)| dHn−1. (4.12)

The following is Lemma 1.3 in [39], see also Theorem 2.10 in [54] for the case n = 3.

Lemma 4.1.10. Let Ω ⊂ Rn be open and bounded, u ∈ W 1,n
loc (Ω,Rn). For any x ∈ Ω and

almost all r ∈ (0, dist(x, ∂Ω)), we have for a constant C = C(n) <∞∣∣∣ ∫
Br(x)

detDudLn
∣∣∣n−1
n ≤ C

∫
∂Br(x)

|cof(Du)| dHn−1. (4.13)

Proof. We �rst assume that u ∈ C2(Ω,Rn). Using once more the transformation formula, and
the fact that iu,Br(x) is integer-valued, we have∫

Br(x)
detDudLn =

∫
Rn
iu,Br(x) dLn ≤

∫
Rn
|iu,Br(x)|

n
n−1 dLn.

Further, the Sobolev embedding theorem, see [14, Sec. 5.6], and (4.12) yield(∫
Rn
|iu,Br(x)|

n
n−1 dLn

)n−1
n ≤ C |Diu,Br(x)|(Rn) ≤ C

∫
∂Br(x)

|cof(Du)| dHn−1.
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This proves the lemma for maps u ∈ C2(Ω,Rn). Now let u ∈ W 1,n
loc (Ω,Rn), and chose uk ∈

C2(Ω,Rn) with uk → u in W 1,n
loc (Ω,Rn). By Fatou we have for R < dist(x, ∂Ω)∫ R

0
lim inf
k→∞

∫
∂Br(x)

|cof(Duk)− cof(Du)| dHn−1dr

≤ lim
k→∞

∫
BR(x)

|cof(Duk)− cof(Du)| dLn = 0.

Thus for almost all r ∈ (0, dist(x, ∂Ω)) inequality (4.13) follows by approximation.

We have now collected all ingredients to prove Müller's higher integrability theorem. The main
idea is to estimate the maximal function of the Jacobi determinant by the maximal function
of the (n − 1) × (n − 1) minors using (4.13). The advantage is that the minors come with a
power n

n−1 , so that Theorem 4.1.6 by Hardy-Littlewood can be applied.

Theorem 4.1.11 ([39]). Let Ω ⊂ Rn, n ≥ 2, be open and bounded. If u ∈ W 1,n(Ω,Rn) has

detDu ≥ 0 almost everywhere, then for any compact set K ⊂ Ω∫
K

detDu log+(detDu) ≤ C(d, δ, ‖u‖W 1,n(Ω)), (4.14)

where d = diamK and δ = dist(K, ∂Ω).

Proof. Let B be a ball of radius d containing K, and put g = χK detDu. The result follows
from Theorem 4.1.8 once we have the estimate

||Mg||L1(B) ≤ C(|B|, δ, ||u||W 1,n(Ω)). (4.15)

We show an improved version where the right hand side depends only on the L
n
n−1 -norm of

cof(Du). For r ≥ δ/4 and all x ∈ Rn we have the trivial inequality∫
−
Br(x)

|g| dLn ≤ C

δn

∫
Ω
| detDu| dLn ≤ C

δn

∫
Ω
|cof(Du)|

n
n−1 dLn. (4.16)

In the last step we used Du · cof(Du)T = (detDu) Id, which implies

| detDu|n = | detDu| |det cof(Du)| ≤ | detDu| |cof(Du)|n,

thus |detDu| ≤ |cof(Du)|n/(n−1). Now for r ≤ δ/4 we may assume dist(x, ∂Ω) > δ/2. As
detDu ≥ 0, Lemma 4.1.10 implies for almost all % ∈ (r, 2r)(∫

Br(x)
|g| dLn

)n−1
n ≤

(∫
B%(x)

detDudLn
)n−1

n ≤ C
∫
∂B%(x)

|cof(Du)| dHn−1.

Integrating on (r, 2r) and dividing by rn gives, putting cof(Du) = 0 on Rn\Ω,(∫
−
Br(x)

|g| dLn
)n−1

n ≤ C
∫
−
B2r(x)

|cof(Du)| dLn ≤ CM(cof(Du))(x). (4.17)

Combining (4.16) and (4.17) yields

Mg(x) ≤ CM
(
cof(Du)

) n
n−1 (x) +

C

δn

∫
Ω
|cof(Du)|

n
n−1 dLn,
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and by integrating

‖Mg‖L1(B) ≤ C ‖M(cof(Du))‖
n
n−1

L
n
n−1 (B)

+
C|B|
δn
‖cof(Du)‖

n
n−1

L
n
n−1 (Ω)

.

Now as n
n−1 > 1 we can apply Theorem 4.1.6 by Hardy-Littlewood to get

‖M(cof(Du))‖
L

n
n−1 (Rn)

≤ C‖cof(Du)‖
L

n
n−1 (Rn)

= C‖cof(Du)‖
L

n
n−1 (Ω)

,

Combining gives (4.15), and hence the theorem.

In [39] the estimate is stated for detDu log(2 + detDu). This follows easily from the version
above, using log(2 + s) ≤ log s + 1 for s ≥ 2. In Section 7 of [39] a counterexample is given,
showing that the condition detDu ≥ 0 cannot be dropped.

4.2 The Hardy space

As is well-known a bounded sequence fk in L1(Rn) may have a weak limit which is not rep-
resentable by an L1(Rn) function, but only by a signed Radon measure. The Hardy space
H1(Rn) is continuously embedded into L1(Rn) and has a norm which scales like the L1(Rn)
norm. However, as opposed to L1(Rn) the unit ball in H1(Rn) is weakly sequentially compact.

To start we recall the notion of convergence in C0
c (Rn), i.e. φk → φ if and only if

∞⋃
k=1

sptφk ⊂⊂ Rn and ‖φk − φ‖C0(Rn) → 0.

It is possible to construct an underlying topology, however this is omitted for reasons of
simplicity. For a linear form Λ : C0

c (Rn)→ R and U ⊂ Rn open, we de�ne

|Λ|(U) := sup{Λ(φ) : φ ∈ C0
c (Rn), sptφ ⊂ U, |φ| ≤ 1} ∈ [0,∞]. (4.18)

For arbitrary sets E ⊂ Rn we then put |Λ|(E) = inf{|Λ|(U) : E ⊂ U open}. We denote by
C0
c (Rn)′ the set of those Λ for which |Λ|(U) <∞ whenever U ⊂⊂ Rn. Clearly, any such Λ is

sequentially continuous on C0
c (Rn). Moreover, the Riesz representation theorem asserts that

|Λ| is a Radon measure, the so-called variation measure of Λ, and that there is a |Λ|-measurable
function σ : Rn → {±1} such that

Λ(φ) =

∫
Rn
φσd|Λ| for any φ ∈ C0

c (Rn).

The convolution of Λ ∈ C0
c (Rn)′ with φ ∈ C0

c (Rn) is the function

φ ∗ Λ : Rn → R, (φ ∗ Λ)(x) = Λ(φx) where φx(y) = φ(x− y).

For example (φ ∗ δ0)(x) = φ(x). We note that φ ∗ Λ ∈ C0(Rn) since the map Rn → C0
c (Rn),

x 7→ φx, is sequentially continuous, as is Λ : C0
c (Rn)→ R. Any function f ∈ L1

loc(Rn) de�nes
canonically a functional Λf ∈ C0

c (Rn)′ by

Λf (φ) =

∫
Rn
φ(y)f(y) dy,
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and the two notions of convolution are consistent, in the sense that

(φ ∗ Λf )(x) = Λf (φx) =

∫
Rn
φ(x− y)f(y) dy = (φ ∗ f)(x).

Now we introduce a general class of test functions, namely

T = {φ ∈ C∞c (Rn) : sptφ ⊂ B1(0) and ‖Dφ‖L∞ ≤ 1}. (4.19)

Clearly ‖φ‖L∞(Rn) ≤ 1 for φ ∈ T . For the rescalings we use the notation

φt(x) = t−nφ
(x
t

)
for t > 0, (4.20)

thus sptφt ⊂ Bt(0) and ‖Dφt‖L∞(Rn) ≤ t−(n+1). In the following de�nition the term grand

refers to the fact that the maximimum over all kernels in T is considered, rather than working
with a speci�c one; this makes the application more �exible.

De�nition 4.2.1. The grand maximal function of Λ ∈ C0
c (Rn)′ is de�ned by

Λ∗(x) = supφ∈T supt>0 |φt ∗ Λ(x)|. (4.21)

Let φ ∈ C∞c (Rn) with sptφ ⊂ BR(0) and ‖Dφ‖L∞(Rn) = α > 0. Then the function ψ(x) =
1
Rαφ(Rx) belongs to T , and we calculate

(φ ∗ Λ)(x) = Λ
(
y 7→ φ(x− y)

)
= Λ

(
y 7→ Rn+1αψR(x− y)

)
= Rn+1α(ψR ∗ Λ)(x).

Thus for any φ ∈ C∞c (Rn) we have the inequality

|(φ ∗ Λ)(x)| ≤ Rn+1‖Dφ‖L∞(Rn)Λ
∗(x) if sptφ ⊂ BR(0). (4.22)

There are several characterizations of Hardy space, whose equivalence is by no means obvious,
see [15] or [57]. A nice introduction is due to Semmes [52].

De�nition 4.2.2. H1(Rn) is the set of all Λ ∈ C0
c (Rn)′ for which Λ∗ ∈ L1(Rn). We put

‖Λ‖H1(Rn) = ‖Λ∗‖L1(Rn). (4.23)

As (Λ1 + Λ2)∗ ≤ Λ∗1 + Λ∗2 and (αΛ)∗ = |α|Λ∗, the Hardy space is a normed vector space. The
following lemma will allow us to consider its elements as L1 functions.

Lemma 4.2.3. The space H1(Rn) is continuously embedded into L1(Rn).

Proof. We use approximation by smoothing. Choose a �xed kernel φ ∈ C∞c (Rn) with sptφ ⊂
B1(0) and

∫
Rn φ(x) dx = 1. Writing Λ = |Λ|xσ by the Riesz representation theorem and

putting φ̌(x) = φ(−x), we compute using Fubini's theorem, recalling φxt (y) = φt(x− y),∫
Rn

(φt ∗ Λ)(x) η(x) dx =

∫
Rn

Λ(φxt ) η(x) dx

=

∫
Rn

∫
Rn
φt(x− y)σ(y) d|Λ|(y) η(x) dx

=

∫
Rn

∫
Rn
φt(x− y)η(x) dxσ(y) d|Λ|(y)

= Λ
(
φ̌t ∗ η

)
→ Λ(η) as t↘ 0.
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To justify this we note that (x, y) 7→ φt(x− y) η(x)σ(y) is integrable with respect to Ln×|Λ|.
Namely, the function is measurable and we have, putting Kt = {y ∈ Rn : dist(y, spt η) ≤ t},∫

Rn

∫
Rn
|φt(x− y)| |η(x)| dx d|Λ|(y) ≤ ‖η‖L∞‖φ‖L1 |Λ|(Kt) <∞.

Now from (4.22) we have the bound

|φt ∗ Λ(x)| ≤ tn+1‖Dφt‖L∞(Rn)Λ
∗(x) = ‖Dφ‖L∞(Rn)Λ

∗(x) ∈ L1(Rn).

As the φt ∗Λ are equiintegrable they converge in C0
c (Rn)′ subsequentially to some f ∈ L1(Rn).

But Λf = Λ by the above, hence the sublimit improves to a limit. Finally

‖f‖L1(Rn) ≤ lim inf
t↘0

‖φt ∗ Λ‖L1(Rn) ≤ ‖Dφ‖L∞(Rn)‖Λ∗‖L1(Rn).

From now on the elements of H1(Rn) are regarded as L1(Rn) functions, in particular we write
f∗ instead of Λ∗f . As pointed out at the beginning, the following weak compactness theorem

distinguishes the space H1(Rn) from L1(Rn).

Theorem 4.2.4 (weak compactness in H1(Rn)). Let fk be a bounded sequence in H1(Rn).
Then there exists an f ∈ H1(Rn), such that for a subsequence fk → f in C0

c (Rn)′, and

‖f‖H1(Rn) ≤ liminfk→∞ ‖fk‖H1(Rn). (4.24)

Proof. By Lemma 4.2.3 we have ‖fk‖L1(Rn) ≤ C, so that fk → Λ in C0
c (Rn)′ after passing to

a subsequence. Now for φ ∈ T and t > 0 we have

(φt ∗ fk)(x) =

∫
Rn
φxt (y)fk(y) dy

k→∞−→ Λ(φxt ) = (φt ∗ Λ)(x),

which implies

(φt ∗ Λ)(x) = lim
k→∞

(φt ∗ fk)(x) ≤ lim inf
k→∞

f∗k (x).

Take the supremum with respect to φ ∈ T and t > 0. Then by Fatou's lemma

‖Λ‖H1(Rn) = ‖Λ∗‖L1(Rn) ≤ lim inf
k→∞

‖f∗k‖L1(Rn) = lim inf
k→∞

‖fk‖H1(Rn).

Finally Λ = Λf where f ∈ L1(Rn) by Lemma 4.2.3, which �nishes the proof.

Corollary 4.2.5. H1(Rn) is a Banach space.

Proof. Let fk ∈ H1(Rn) be a Cauchy sequence. By Lemma 4.2.3 and Fischer-Riesz, fk
converges in L1(Rn) to some f ∈ L1(Rn). Theorem 4.2.4 implies that f ∈ H1(Rn), and that

‖f − f`‖H1(Rn) ≤ lim inf
k→∞

‖fk − f`‖H1(Rn) < ε for ` > K(ε).
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Corollary 4.2.6 (Cancellation in H1(Rn)). For every f ∈ H1(Rn) we have∫
Rn
f(y) dy = 0. (4.25)

Proof. We �rst check the scaling of the Hardy norm. For f ∈ H1(Rn) and t > 0 let ft(y) =
t−nf(yt ). Compute for φ ∈ T , t > 0, by substituting y = tz,

(φs ∗ ft)(x) =

∫
Rn
φs(x− y)t−nf

(y
t

)
dy

=

∫
Rn
φs
(
t (
x

t
− z)

)
f(z) dz

= t−n
(
φ s
t
∗ f
)(x
t

)
.

We estimate on the right with f∗(xt ), and then take the supremum over φ ∈ T , s > 0, to get

f∗t (x) = t−nf∗
(x
t

)
for x ∈ Rn, t > 0.

We �rst get the inequality, for equality we use (ft) 1
t

= f . In particular we obtain

‖ft‖H1(Rn) = ‖f‖H1(Rn) for all t > 0.

Now for f ∈ L1(Rn) the ft converge in C
0
c (Rn) to a multiple of the Dirac measure δ0 as t↘ 0,

in fact dominated convergence yields∫
Rn
φ(x)ft(x) dx =

∫
Rn
φ(ty)f(y) dy → φ(0)

∫
Rn
f(y) dy.

On the other hand we must have ft → f̃ ∈ H1(Rn) for a subsequence by Theorem 4.2.4. As
the Dirac measure is not in H1(Rn) we conclude that

∫
Rn f(y) dy = 0.

Alternatively, we can argue more directly: for a given sequence xk → ∞, we pass to a
subsequence with xk

|xk| → z. For φ ∈ T we have putting Rk = |xk|

|xk|nf∗(xk) ≥ |xk|n|φ2Rk ∗ f(xk)| = 2−n
∫
Rn
φ
(xk − y

2Rk

)
f(y) dy → 2−nφ

(z
2

) ∫
Rn
f(y) dy.

Choosing φ appropriately we obtain

lim inf
x→∞

|x|nf∗(x) ≥ c
∣∣∣ ∫

Rn
f(y) dy

∣∣∣ for some c > 0.

Thus f∗ integrable implies that the integral of f is zero.

Next we compare the grand maximal function to the maximal function of Hardy-Littlewood.

Lemma 4.2.7. Let f ∈ L1
loc(Rn). The for any x ∈ Rn we have

(1) f∗(x) ≤ CMf(x),

(2) Mf(x) ≤ Cf∗(x), if f ≥ 0.
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Proof. To prove the �rst statement we calculate for φ ∈ T , t > 0,

|(φt ∗ f)(x)| = t−n
∣∣∣ ∫

Rn
φ
(x− y

t

)
f(y) dy

∣∣∣
≤ ‖φ‖L∞(Rn)t

−n
∫
Bt(x)

|f(y)| dy

≤ CMf(x).

Taking the supremum over φ ∈ T , t > 0 shows claim (1). On the other hand, choosing φ ∈ T
such that φ ≥ 1

4χB1/2(0) we can estimate, for f ≥ 0,

(φt ∗ f)(x) = t−n
∫
Rn
φ
(x− y

t

)
f(y) dy ≥ t−n 1

4

∫
Bt/2(x)

f(y) dy ≥ c
∫
−
Bt/2(x)

f(y) dy.

This implies

Mf(x) = sup
t>0

∫
−
Bt(x)

f(y) dy ≤ 1

c
sup
t>0

(φ2t ∗ f)(x) ≤ 1

c
f∗(x).

Theorem 4.2.8. Let f ∈ L1(Rn) such that spt f ⊂ BR(0) and
∫
Rn f(x)dx = 0. Then

‖f‖H1(Rn) ≤ C
(
‖Mf‖L1(B2R(0)) + ‖f‖L1(Rn)

)
.

Proof. We estimate the L1 integral of f∗ by splitting into the regions B2R(0) and Rn\B2R(0).
For |x| ≤ 2R the inequality f∗(x) ≤ CMf(x) from Lemma 4.2.7 yields∫

B2R(0)
f∗(x) dx ≤ C ‖Mf‖L1(B2R(0)). (4.26)

For |x| ≥ 2R we have dist(x,BR(0)) = |x| −R ≥ 1
2 |x|, hence

φt ∗ f(x) =

∫
B1(0)

φ(z)f(x− tz) dz = 0 when 0 < t <
1

2
|x|.

For t ≥ 1
2 |x| we estimate using

∫
Rn f(y) dy = 0

|φt ∗ f(x)| =
∣∣∣ ∫

BR(0)
(φt(x− y)− φt(x))f(y) dy

∣∣∣
≤ ‖Dφt‖L∞(Rn)R

∫
Rn
|f(y)| dy

≤ CR

|x|n+1

∫
Rn
|f(y)| dy.

Integrating shows ∫
Rn\B2R(0)

f∗(x) dx ≤ C
∫
Rn
|f(y)| dy. (4.27)

The theorem follows by combining (4.26) and (4.27).
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Corollary 4.2.9. Let f ∈ Lp(Rn), 1 < p ≤ ∞, with spt f ⊂ BR(0) and
∫
Rn f(x)dx = 0.

Then f ∈ H1(Rn) and

‖f‖H1(Rn) ≤ C(p)R
n−n

p ‖f‖Lp(Rn).

Proof. The Hardy-Littlewood inequality, see Theorem 4.1.6, implies

‖Mf‖L1(B2R(0)) ≤ C R
n−n

p ‖Mf‖Lp(Rn) ≤ C(p)R
n−n

p ‖f‖Lp(Rn).

Since also ‖f‖L1(Rn) ≤ C R
n−n

p ‖f‖Lp(Rn), the claim follows from Theorem 4.2.8.

Remark 4.2.10. We give an example of a function f ∈ H1(R) with compact support, for

which Mf is not locally integrable. Consider

f(x) =

∞∑
k=2

ak(x)

k(log k)2
where ak = −kχ[− 1

k
,0) + kχ(0, 1

k
].

The function a1(x) belongs to H1(Rn) by Corollary 4.2.9. As ak(x) = ka1(kx) = (a1) 1
k
(x),

we have ‖ak‖H1(R) = ‖a1‖H1(R) for all k, and

‖f‖H1(R) ≤ C
∞∑
k=2

1

k(log k)2
<∞.

On the other hand, for x ∈ (0, 1
2 ] chose n ≥ 1 with 1

2(n+1) < x ≤ 1
2n , and estimate

f(x) ≥
2n∑
k=2

1

(log k)2
≥ n+ 1

(log 2n)2
≥ 1

2x(log 1/x)2
.

It follows that

f(x) log f(x) ≥ 1

2x log 1
x

(
1−

2 log
(

log 1
x

)
+ log 2

log 1
x

)
.

Thus f does not belong to the L logL class, and Stein's theorem 4.1.8 shows that Mf is not

locally integrable. The integrability of f∗ is due to a cancellation e�ect.

In 1993 Coifman, Lions, Meyer & Semmes [10] gave a number of applications of Hardy space to
partial di�erential equations. Some of them were previously known by other methods, among
them is the so-called div-curl lemma from Murat and Tartar [40, 61]. In fact, this is a classical
result in compensated compactness. We give a version involving di�erential forms, for which
we now recall some basic facts.

The exterior derivative dω and its adjoint d∗ω of a di�erential form ω are

dω =

n∑
i=1

dxi ∧ ∂iω and d∗ω = −
n∑
i=1

eix∂iω.

Using coordinates one easily checks that 〈ζ ∧ ω, η〉 = 〈ω, zxη〉 where ζ = 〈 · , z〉. In particular
we have as claimed, for forms with compact support,∫

Rn
〈dω, η〉 dx =

∫
Rn

n∑
i=1

〈dxi ∧ ∂iω, η〉 dx = −
∫
Rn

n∑
i=1

〈ω, eix∂iη〉 dx =

∫
Rn
〈ω, d∗η〉 dx.
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Lemma 4.2.11. We have d∗d+ dd∗ = −∆.

Proof. For z ∈ Rn we denote by I(z)ω = zxω the interior multiplication and by E(z)ω = ζ∧ω,
ζ = 〈 · , z〉, the exterior multiplication. Then

d∗dω = −
n∑

i,j=1

I(ei)E(ej)∂
2
ijω, and dd∗ω = −

n∑
i,j=1

E(ej)I(ei)∂
2
jiω.

As ∂2
ijω = ∂2

jiω, the claim follows by proving that

Sym
(
I(ei)E(ej) + E(ej)I(ei)

)
= δij Id.

By polarization with respect to ei, ej , it is in fact su�cient to show

I(z)E(z) + E(z)I(z) = Id for any z ∈ Rn, |z| = 1.

Now I(z) = E(z)∗, thus Λ∗(Rn) = imE(z)⊕ ker I(z) and any ω decomposes as

ω = E(z)ω′ + ω′′ where I(z)ω′′ = 0, I(z)ω′ = 0.

Using E(z)2 = 0 and I(z)ω′′ = 0 we have

I(z)E(z)ω = I(z)E(z)ω′′ = (ζ ∧ ω′′)(z, ·) = ζ(z)ω′′ = ω′′.

We compute further
E(z)I(z)ω = E(z)I(z)E(z)ω′ = E(z)ω′.

The claim follows by adding the two equations.

Lemma 4.2.12. Let β ∈ Lq(Rn,Λk(Rn)) where 1 < q < ∞. If dβ = 0 in the sense of

distributions, then there exists a form γ ∈W 1,q
loc (Rn,Λk−1(Rn)) such that dγ = β, and

‖Dγ‖Lq(Rn) ≤ C ‖β‖Lq(Rn) where C = C(n, q). (4.28)

Proof. For any β ∈ Lq(Rn,Λk(Rn)) there exists a φ ∈W 2,q
loc (Rn,Λk(Rn)) such that

∆φ = β and ‖D2φ‖Lq(Rn) ≤ C‖β‖Lq(Rn) where C = C(n, q) <∞.

Namely, if β ∈ C∞c (Rn) we take the Newtonian potential

φ(x) =

∫
Rn

Γ(x− y)β(y) dy where Γ(z) =

{
1

(2−n)ωn
|z|2−n for n ≥ 3,

1
2π log |z| for n = 2.

The Lq estimate of D2φ is then the Calderon-Zygmund inequality, see for instance [2]. For
general β ∈ Lq(Rn) we approximate by βj ∈ C∞c (Rn) in Lq(Rn). Then βj = ∆φj where

lim sup
j→∞

‖D2φj‖Lq(Rn) ≤ C‖β‖Lq(Rn).

Subtracting a linear function, we can arrange that∫
B1(0)

Dφj dx = 0 and

∫
B1(0)

φj dx = 0.
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A standard contradiction argument using Rellich's theorem yields

‖φj‖W 1,q(BR(0)) ≤ C(R, q)‖D2φj‖Lq(Rn).

After passing to a subsequence we have φj → φ in W 1,q
loc (Rn), and ‖D2φ‖Lq(Rn) ≤ C‖β‖Lq(Rn).

Thus φ is the desired solution of ∆φ = β.

Now if dβ = 0 then d∗dφ is harmonic. In fact for any ζ ∈ C∞c (Rn,Λk(Rn)) we compute,
using d2 = 0 as well as (d∗)2 = 0,∫

Rn
〈d∗dφ,∆ζ〉 dx = −

∫
Rn
〈d∗dφ, (d∗d+ dd∗)ζ〉 dx

= −
∫
Rn
〈dφ, d(d∗dζ)〉 dx−

∫
Rn
〈d∗φ, d∗(d∗dζ)〉 dx

= −
∫
〈Dφ,D(d∗dζ)〉 dx

=

∫
Rn
〈β, d∗dζ〉 dx.

As d∗dφ belongs to Lq(Rn,Λk(Rn)), the mean value inequality implies that d∗dφ vanishes
identically. This in turn implies −dd∗φ = β, and the lemma is proved by taking γ = −d∗φ.

The following is the key observation of Coifmann, Lions, Meyer and Semmes.

Theorem 4.2.13 ([10]). Let α ∈ Lp(Rn,Λk(Rn)), β ∈ Lq(Rn,Λn−k(Rn)), where 1 < p, q <∞
and 1

p + 1
q = 1. If dα = 0 and dβ = 0 weakly, then α ∧ β ∈ H1(Rn) and

‖α ∧ β‖H1(Rn) ≤ C ‖α‖Lp(Rn)‖β‖Lq(Rn). (4.29)

Proof. By Lemma 4.2.12 there exists γ ∈W 1,q
loc (Rn,Λn−k−1(Rn)) such that

dγ = β and ‖Dγ‖Lq(Rn) ≤ C‖β‖Lq(Rn). (4.30)

On the other hand, the equation dα = 0 has the weak formulation∫
Rn
α ∧ dζ = 0 for all ζ ∈ C∞c (Rn,Λn−k−1(Rn)). (4.31)

To see this we need the formula, for ω ∈ Λk(Rn), η ∈ Λn−k(Rn) and ∗ the Hodge star operator,

ω ∧ η = (−1)k(n−k)〈ω, ∗η〉 dx1 ∧ . . . ∧ dxn.

Using this we compute

α ∧ dζ = α ∧
n∑
i=1

dxi ∧ ∂iζ

= (−1)(k+1)(n−(k+1)) (−1)k
n∑
i=1

〈
dxi ∧ α, ∗∂iζ

〉
dx1 ∧ . . . ∧ dxn

= (−1)n(k+1)−1
〈
α,

n∑
i=1

eix∂i ∗ ζ
〉
dx1 ∧ . . . ∧ dxn

= (−1)n(k+1)
〈
α, d∗(∗ζ)

〉
dx1 ∧ . . . ∧ dxn.
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This shows (4.31). Now by approximation, any form ζ = η(γ − γ0) with η ∈ C∞c (Rn) and
γ0 ∈ Λn−k−1(Rn) constant, is admissible in (4.31), thus we get∫

Rn
η α ∧ β = −

∫
Rn
α ∧ dη ∧ (γ − γ0). (4.32)

For given φ ∈ T and t > 0, we take η(y) = φxt (y) = φt(x− y). Then |dη| ≤ t−n−1 and

|φt ∗ (α ∧ β)(x)| =
∫
Rn
φxt α ∧ β ≤

C

t

∫
−
Bt(x)

|α| |γ − γ0| dy.

We now use Hölder's inequality with exponent r ∈ (1, p]. The second factor, which gets the
power s = r

r−1 ∈ [q,∞), is estimated by the Sobolev-Poincaré inequality. More precisely

|φt ∗ (α ∧ β)(x)| ≤ C

t

(∫
−
Bt(x)

|α|r dy
) 1
r
(∫
−
Bt(x)

|γ − γ0|s dy
) 1
s

≤ C
(∫
−
Bt(x)

|α|r dy
) 1
r
(∫
−
Bt(x)

|Dγ|λ dy
) 1
λ

≤ CM(|α|r)(x)
1
r M(|Dγ|λ)(x)

1
λ .

Here we need 1
λ ≤ 1 + 1

n −
1
r . Take the supremum over t > 0 and integrate, then use Hölder

with exponents p, q to get∫
Rn

(α ∧ β)∗ dx = C

∫
Rn
M(|α|r)

1
r M(|Dγ|λ)

1
λ dx

≤ C ‖M(|α|r)‖
1
r

L
p
r (Rn)

‖M(|Dγ|λ)‖
1
λ

L
q
λ (Rn)

≤ C ‖|α|r‖
1
r

L
p
r (Rn)

‖|Dγ|λ‖
1
λ

L
q
λ (Rn)

= C ‖α‖Lp(Rn)‖Dγ‖Lq(Rn).

To apply the Hardy-Littlewood theorem 4.1.6 we needed that r < p, λ < q. We eventually �x
the parameters: we can chose r > 0 such that

1

p
<

1

r
< min

(
1, 1 +

1

n
− 1

q

)
. (4.33)

Then r ∈ (1, p), and we can chose λ > 0 such that

1

q
<

1

λ
≤ min

(
1, 1 +

1

n
− 1

r

)
. (4.34)

Thus λ ∈ [1, q), and the Sobolev-Poincaré inequality applies. Recalling the Lq estimate from
Lemma 4.2.12, we arrive at the desired bound

‖α ∧ β‖H1(Rn) ≤ C‖α‖Lp(Rn)‖β‖Lq(Rn).
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The paper [10] states the theorem for vector �elds E ∈ Lp(Rn,Rn) and B ∈ Lq(Rn,Rn)
satisfying curlE = 0 and divB = 0, claiming that

‖〈E,B〉‖H1(Rn) ≤ C ‖E‖Lp(Rn)‖B‖Lq(Rn).

This result is also included in our formulation by considering the forms

α =
n∑
i=1

Ei dx
i and β = Bxdx1 ∧ . . . ∧ dxn =

n∑
i=1

(−1)iBi dx
1 ∧ . . . ∧ d̂xi ∧ . . . ∧ dxn.

We then have ∗(α ∧ β) = 〈E,B〉. One possible application is to Jacobi determinants of maps
u : Rn → Rn with Du ∈ Ln(Rn,Rn×n). The theorem then implies

detDu = ∗(du1 ∧ . . . ∧ dun) ∈ H1(Rn).

In the case detDu ≥ 0 this yields another proof of Müller's theorem 4.1.11: one combines
Stein's theorem 4.1.8 with Lemma 4.2.7 to obtain, for any ball B ⊂ Rn,

‖ detDu log+ detDu‖L1(B) ≤ C
(
B, ‖M(detDu)‖L1(B)

)
≤ C(B, ‖(detDu)∗‖L1(B))

≤ C
(
B, ‖ detDu‖H1(Rn)

)
≤ C(B, ‖Du‖Ln(Rn)).

The H1-estimate for detDu can be combined with the following regularity result by Fe�erman
and Stein [15], thereby proving a certain generalization of Wente's theorem 3.2.1. Note that
functions in W 2,1 are continuous in dimension n = 2.

Theorem 4.2.14 ([15]). Let f ∈ H1(Rn), and assume that u : Rn → R is a solution of

−∆u = f in Rn.

Then u = u0 + h where h : Rn → R is harmonic and u0 : Rn → R satis�es

‖D2u0‖H1(Rn) ≤ C‖f‖H1(Rn).

4.3 Atomic decomposition

In this section we prove that every element in H1 can be decomposed into so-called atoms.

De�nition 4.3.1. A function a ∈ L∞(Rn) is called an H1-atom (with admissible ball B), if
the following holds:

spt a ⊂ B, (4.35)

||a||L∞(Rn) ≤
1

|B|
, (4.36)∫

Rn
a(x)dx = 0. (4.37)
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This notion is invariant under recalings, more precisely B = B1(0) is admissible for a(z) if and
only if Bt(x) is admissible for axt (y) = t−na

(x−y
t

)
. For example, the functions ak in example

4.2.10 are H1-atoms on R.

Lemma 4.3.2. For any H1-atom a we have ‖a‖H1(Rn) ≤ C, for C <∞ universal.

Proof. By translation we can assume that a has admissible ball B = BR(0). Applying Corol-
lary 4.2.9 we obtain

‖a‖H1(Rn) ≤ CRn||a||L∞(Rn) ≤ C. (4.38)

As a consequence of this bound, we can build series of atoms as follows.

Lemma 4.3.3. Let ak ∈ L1(Rn), k ∈ N, be a sequence of H1-atoms, and let λk ∈ R with∑∞
k=1 |λk| <∞. Then f =

∑∞
k=1 λkak converges in H1(Rn) and

‖f‖H1(Rn) ≤ C
∞∑
k=1

|λk|. (4.39)

Proof. The series converges absolutely since

∞∑
k=1

‖λkak‖H1(Rn) ≤ C
∞∑
k=1

|λk| <∞.

The claim follows since H1(Rn) is a Banach space, see Corollory 4.2.5.

The goal of this section is to prove a converse to Lemma 4.3.3, namely to decompose a given
f ∈ H1(Rn) into a sum of H1-atoms. For this we need the following Whitney decomposition,
see also [56].

Lemma 4.3.4. Let Ω ⊂ Rn be open, Ω 6= Rn, and d(x) = dist(x, F ) where F = Rn\Ω.
There exists a collection G of closed cubes P with the following properties, where P̂ denotes

the concentric cube scaled by factor 2:

(i) diamP ≤ dist(P, F ) < 4 diamP ,

(ii)
⋃
P∈G P = Ω and P̂ ⊂ Ω.

(iii) int (P ∩ P ′) = ∅ for any P, P ′ ∈ G,

Furthermore let Gx = {P ∈ G : P̂ ∩ Bd(x)/2(x) 6= ∅} for x ∈ Ω. Then we have, for constants

c = c(n) > 0 and C = C(n) <∞,

(iv) c d(x) ≤ diamP ≤ C d(x) for any P ∈ Gx, and #Gx ≤ C.

We note that cubes in G have positive volume by (i), hence G is countable by (iii).
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Proof. For given x ∈ Ω choose ` ∈ Z maximal with
√
n 2`+1 ≤ d(x). Let P be a cube with

vertices in the grid 2`Zn and sidelength 2`, such that x ∈ P . Then the following holds:

dist(P, F ) ≥ d(x)− diamP ≥
√
n 2`+1 −

√
n 2` = diamP,

dist(P, F ) ≤ d(x) <
√
n 2`+2 = 4 diamP.

Thus if G0 is the set of all dyadic cubes P with property (i), then Ω is exhausted by G0.
Moreover any P ∈ G0 satis�es

dist(P̂ , F ) ≥ dist(P, F )− diamP/2 ≥ diamP/2 > 0.

We take G as the set of maximal cubes P in G0, in the sense that P is not contained in any
bigger cube of G0. As F is nonempty, any cube in G0 is contained in a maximal cube, hence G
satis�es (i) and (ii). Now consider two dyadic intervals I1,2 with lengths 2`1 ≤ 2`2 and common
interior. Then I1 ⊂ I2, since the endpoints of I2 are also vertices of the 2`1-grid. Therefore by
maximality G has also property (iii).

For y ∈ P̂ ∩Bd(x)/2(x) and any z ∈ P we estimate

dist(P, F ) ≤ dist(z, F ) ≤ |z − y|+ |y − x|+ d(x) ≤ |z − y|+ 3

2
d(x).

Using diamP ≤ dist(P, F ) and infz∈P |z − y| ≤ 1
2diamP , we obtain after rearranging

diamP ≤ 3 d(x).

On the other hand, also for y ∈ P̂ ∩Bd(x)/2(x) and z ∈ P arbitrary, we have

d(x) ≤ |x− y|+ |y − z|+ dist(z, F ) ≤ d(x)

2
+

3

2
diamP + dist(z, F ).

Rearranging and taking the in�mum among z ∈ P , we see that

d(x) ≤ 3 diamP + 2 dist(P, F ) ≤ 11 diamP.

Hence the �rst statement in (iv) settled. Now dist(x, P ) ≤ dist(x, P̂ ) + 1
2 diamP ≤ 2 d(x),

thus P ⊂ B5d(x)(x) and |P | ≥ c(n) d(x)n. As the cubes in G have disjoint interior, property
(iv) follows by volume comparison.

Lemma 4.3.5. Let f ∈ L1
loc(Rn) and φ ∈ C∞c (B%(x0)). Then for given z ∈ Rn we have∣∣∣ ∫

Rn
φ(y)f(y) dy

∣∣∣ ≤ (|z − x0|+ %)n+1‖Dφ‖L∞f∗(z). (4.40)

Proof. We write∫
Rn
φ(y)f(y) dy =

∫
Rn
φ(z − (z − y))f(y) dy =

∫
Rn
φz(z − y)f(y) dy = (φz ∗ f)(z).

Now we have sptφz ⊂ B%(z − x0) ⊂ BR(0) for R = |z − x0| + %. The inequality follows by
applying the estimate (4.22).
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The key step in the atomic decomposition is the following Calderon-Zygmund type argument.
For its statement, we note that f∗ is lower semicontinuous and hence superlevel sets {x ∈ Rn :
f∗(x) > α} are open, as f∗ is de�ned as a supremum over continuous functions.

Lemma 4.3.6. Let f ∈ H1(Rn) and α > 0, such that Ω := {x ∈ Rn : f∗(x) > α} 6= Rn.
Let Pk, k ∈ N, be the family of cubes obtained by Lemma 4.3.4, and put Qk := P̂k. Then the

following holds:

(i) For each k there is a function bk with support in Qk and integral zero, such that

‖bk‖H1(Rn) ≤ C
∫
Qk

f∗(x) dx. (4.41)

(ii) For g = f − b, where b =
∑∞

k=1 bk, we have |g(x)| ≤ Cα almost everywhere.

Proof. Fix ξ ∈ C∞c (Rn) with spt ξ ⊂ (−1, 1)n, 0 ≤ ξ ≤ 1 and ξ ≡ 1 on
[
− 1

2 ,
1
2

]n
, and de�ne

ξk ∈ C∞c (Rn), ξk(x) = ξ
(x− xk

`k

)
,

where xk,`k are the center and sidelength of Pk, in particular spt ξk ⊂ intQk and ξk ≡ 1 on
Pk. As Ω =

⋃∞
j=1 Pj , we get

∑∞
j=1 ξj ≥ 1 on Ω. Moreover, by Lemma 4.3.4 (iv), locally all

but �nitely many of the ξj are zero, thus we obtain the smooth partition of unity

ηk ∈ C∞(Rn), ηk(x) =
ξk(x)∑∞
j=1 ξj(x)

.

Clearly 0 ≤ ηk ≤ 1 and spt ηk ⊂ intQk. Moroever we compute

Dηk(x) =
1(∑∞

j=1 ξj(x)
)2

∞∑
j=1

(
Dξk(x)ξj(x)− ξk(x)Dξj(x)

)
.

According to Lemma 4.3.4(iv) the number of j with Qj ∩ Qk 6= ∅ is bounded by C(n), and
|Dξj(x)| ≤ C/`j ≤ C/`k for these j. Hence

‖Dηk‖C0(Rn) ≤
C

`k
for C = C(n). (4.42)

Furthermore

c(n)`nk ≤
∫
Pk

ηk(x) dx ≤
∫
Qk

ηk(x) dx ≤ C`nk . (4.43)

We de�ne bk ∈ C∞c (Rn) with spt bk ⊂ intQk by

bk(x) = (f(x)− ck(f)) ηk where ck(f) =

∫
Rn f(y)ηk(y) dy∫

Rn ηk(y) dy
. (4.44)

Note that ck(f) is the mean value with respect to the measure Lnxηk, in particular∫
Rn
bk(x) dx =

∫
Rn
f(x) ηk(x)dx− ck(f)

∫
Rn
ηk(x)dx = 0. (4.45)
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We apply Lemma 4.3.5 to estimate ck(f). As spt ηk ⊂ BC`k(xk) and ‖Dηk‖C0 ≤ C
`k
, we can

estimate for any z ∈ Rn, using also (4.43),

|ck(f)| ≤ C (|z − xk|+ `k)
n+1

`n+1
k

f∗(z).

By Lemma 4.3.4(i) there is a point z ∈ Rn\Ω with |z − xk| ≤ C`k, thus we have

|ck(f)| ≤ Cf∗(z) for |z − xk| ≤ C`k, in particular |ck(f)| ≤ Cα. (4.46)

We now verify statement (ii) of the theorem. For x /∈ Ω we simply have |g(x)| = |f(x)| ≤
f∗(x) ≤ α. If x ∈ Ω, then we get, since ηk is a partition of unity,

g(x) = f(x)−
∞∑
k=1

bk(x) = f(x)−
∞∑
k=1

(
f(x)− ck(f)

)
ηk =

∞∑
k=1

ck(f)ηk(x).

Using (4.46) we can estimate

|g(x)| ≤
∞∑
k=1

|ck(f)|ηk(x) ≤ Cα,

so (ii) is proved. We now turn to estimating b∗k(x), �rst in the case x ∈ Qk. Consider

φt ∗ (ηkf)(x) =

∫
Rn
φt(x− y)ηk(y)f(y) dy where φ ∈ T , t > 0.

We apply Lemma 4.3.5 with φ(y) replaced by ψ(y) := φt(x− y)ηk(y) and with z = x. Using
either sptψ ⊂ Bt(x) or alternatively sptψ ⊂ BC`k(xk), we get

|φt ∗ (ηkf)(x)| ≤ C min(t, |x− xk|+ C`k)
n+1‖Dψ‖C0(Rn)f

∗(x).

By (4.42) we have

‖Dψ‖C0(Rn) ≤
1

tn+1
+

C

tn`k
.

Inserting and taking the supremum over φ ∈ T and t > 0, we see that

(ηkf)∗(x) ≤ Cf∗(x) for |x− xk| ≤ C`k. (4.47)

Furthermore using (4.46) we can also estimate

|φt ∗
(
ck(f)ηk

)
)(x)| ≤ |ck(f)|

∫
Rn
|φt(x− y)ηk(y)| dy ≤ Cf∗(x) for |x− xk| ≤ C`k. (4.48)

Taking again the supremum over φ ∈ T , t > 0, and combining yields

b∗k(x) ≤ Cf∗(x) for |x− xk| ≤ C`k. (4.49)

To treat the complemetary case, we now assume x ∈ Rn\Qk. By (4.45) we can write

(φt ∗ bk)(x) =

∫
Rn

(φt(x− y)− φt(x− xk)) bk(y) dy = I1 − I2,
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where

I1 =

∫
Rn

(φt(x− y)− φt(x− xk)) ηk(y)f(y) dy,

I2 = ck(f)

∫
Rn

(φt(x− y)− φt(x− xk)) ηk(y) dy.

We assume that ξ was initially chosen such that ξ(x) = 0 for ‖x‖∞ ≥ 2
3 . Then

ηk(y) = 0 for ‖y − xk‖∞ ≥
2`k
3
.

For ‖y − xk‖∞ ≤ 2`k
3 , we can estimate

‖x− y‖∞ ≥ ‖x− xk‖∞ − ‖y − xk‖∞ ≥ ‖x− xk‖∞ −
2

3
‖x− xk‖∞ ≥

1

3
‖x− xk‖∞.

It follows that

|x− y| ≥ ‖x− y‖∞ ≥
1

3
‖x− xk‖∞ ≥

1

3
√
n
|x− xk|.

Thus if t ≤ 1
3
√
n
|x− xk|, then φt(x− y) = 0 and φt(x− xk) = 0, in particular

I1,2 = 0 for t ≤ 1

3
√
n
|x− xk|. (4.50)

Now assume that t ≥ 1
3
√
n
|x− xk|. By the mean value theorem, we have

|φt(x− y)− φt(x− xk)| ≤ ‖Dφt‖C0(Rn)|y − xk| ≤
|y − xk|
tn+1

.

For ψ(y) := (φt(x− y)− φt(x− xk)
)
ηk(y) we get recalling (4.42)

|Dψ(y)| ≤ 1

tn+1
+

√
n`k
tn+1

C

`k
≤ C

|x− xk|n+1
.

We apply Lemma 4.3.5, taking again z ∈ Rn\Ω with |z− xk| ≤ C`k. Then f∗(z) ≤ α, and we
obtain using sptψ ⊂ BC`k(xk)

|I1| ≤
C`n+1

k α

|x− xk|n+1
for t ≥ 1

3
√
n
|x− xk|. (4.51)

The same estimate follows for I2 using (4.46), namely

|I2| ≤
C`kα

tn+1
|Qk| ≤

C`n+1
k α

|x− xk|n+1
for t ≥ 1

3
√
n
|x− xk|. (4.52)

Combining (4.50), (4.51) and (4.52) we conclude∫
Rn\Qk

b∗k(x) dx ≤ C`n+1
k α

∫
Rn\Qk

dx

|x− xk|n+1

≤ C`n+1
k α

∫ ∞
`k

dr

r2

≤ Cα |Qk|

≤ C

∫
Qk

f∗(x) dx.

Here we used Qk ⊂ Ω = {f∗ > α}. Claim (i) follows from this estimate and (4.49).
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The following characterization of Hardy space is one of the key results in [15].

Theorem 4.3.7 (Fe�erman-Stein). For any f ∈ H1(Rn) there exists a sequence ak, k ∈ N,
of H1-atoms and a sequence λk ∈ R, such that

f =
∞∑
k=1

λkak, (4.53)

where the convergence is in the H1-norm, and moreover

∞∑
k=1

|λk| ≤ C ‖f‖H1(Rn). (4.54)

Proof. For each ν ∈ Z we apply Lemma 4.3.6 with α = 2ν > 0, obtaining the decomposition

f = gν + bν = gν +
∞∑
k=1

bνk. (4.55)

We put Ων := {x ∈ Rn : f∗(x) > 2ν}. By Lemma 4.3.6(i) and Lemma 4.3.4(ii),(iv) we have

∞∑
k=1

‖bνk‖H1 ≤ C
∞∑
k=1

∫
Qνk

f∗(x) dx ≤ C
∫

Ων
f∗(x)dx =

∫
Rn
χ{f∗>2ν}f

∗(x) dx.

Since f∗ ∈ L1(Rn) we therefore conclude that

‖f − gν‖H1 ≤
∞∑
k=1

‖bνk‖H1 → 0 as ν ↗∞. (4.56)

On the other hand, Lemma 4.3.6(ii) says that

‖gν‖L∞(Rn) ≤ C2ν → 0 as ν ↘ −∞. (4.57)

Combining (4.56) and (4.57) we have in particular∑
|ν|≤N

(gν+1 − gν) = gN+1 − g−N → f in L1
loc(Rn) as N →∞. (4.58)

Now using that ηνk is a partition of unity on Ων ⊃ Ων+1, we can write

gν+1 − gν = bν − bν+1

=

∞∑
k=1

(
f − cνk(f)

)
ηνk −

∞∑
`=1

(
f − cν+1

` (f)
)
ην+1
`

∞∑
k=1

ηνk

=
∞∑
k=1

(
f − cνk(f)

)
ηνk −

∞∑
k=1

∞∑
`=1

(
f − cν+1

` (f)
)
ην+1
` ηνk .

Note that the sums are locally �nite, hence interchanging the summation poses no problem.
By de�nition of the cνk(f), the integral of each term in the �rst sum is zero. To achieve this
also for the second sum, we just subtract the necessary corrections. De�ne

cνk,`(f) = cν+1
`

(
(f − cν+1

` (f))ηνk
)

=

∫
−

Rn
(f − cν+1

` (f))ηνk d(Lnxην+1
` ). (4.59)
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Note that cνk,`(f) = 0 if Qν+1
` ∩Qνk = ∅. We now claim that gν+1 − gν =

∑∞
k=1A

ν
k where

Aνk =
(
f − cνk(f)

)
ηνk −

∞∑
`=1

((
f − cν+1

` (f)
)
ηνk − cνk,`(f)

)
ην+1
` .

In fact, the corrections cancel when summing over k, since by linearity of cν+1
` we get

∞∑
k=1

cνk,`(f) =

∞∑
k=1

cν+1
`

(
(f − cν+1

` (f))ηνk
)

= cν+1
`

((
f − cν+1

` (f)
) ∞∑
k=1

ηνk

)
= cν+1

`

(
f − cν+1

` (f)
)

= 0.

By de�nition, the Aνk integrate to zero and have support in the union of Qνk with those Qν+1
`

intersecting Qνk. Choosing some x ∈ Qνk ∩Q
ν+1
` we have by Lemma 4.3.4(iv), as F ν ⊂ F ν+1,

diamQν+1
` ≤ C dist(x, F ν+1) ≤ C dist(x, F ν) ≤ C diamQνk.

Therefore Aνk has support in a ball Bν
k with diamBν

k ≤ C`νk. We �nally claim that

‖Aνk‖L∞(Rn) ≤ C 2ν . (4.60)

For this we reorder the terms in Aνk as follows.

Aνk = fηνk
(
1−

∞∑
`=1

ην+1
`

)
− cνk(f)ηνk +

∞∑
`=1

(
cν+1
` (f)ηνk + cνk,`(f)

)
ην+1
` .

As ην+1
` is a partition of unity, the �rst term vanishes on Ων+1, while on Rn\Ων+1 we have

|f(x)| ≤ f∗(x) ≤ 2ν+1. For the second term, we recall |cνk(f)| ≤ C2ν from (4.46). The
constant cνk,`(f) is estimated similarly by Lemma 4.3.5, replacing f by (f − cν+1

` (f))ηνk , and

taking z ∈ F ν+1 such that |z − xν+1
` | ≤ C`ν+1

k ≤ C`νk. This yields

|cνk,`(f)| ≤ C
(
(f − cν+1

` (f))ηνk
)∗

(z) ≤ Cf∗(z) + C|cν+1
` (f)| ≤ C 2ν .

Here we used (4.47) and (4.48). Since the overlap of the ην+1
` is estimated by Lemma 4.3.4(iv),

the bound (4.60) is established. Now put aνk = Aνk/λ
ν
k where λ

ν
k = C2ν |Bν

k | with C <∞ as in
(4.60). It is immediate that the aνk are H1-atoms with admissible ball Bν

k . Moreover

∑
|ν|≤N

∞∑
k=1

|λνk| ≤ C
∑
|ν|≤N

2ν
∞∑
k=1

|Qνk|

≤ C
∑
|ν|≤N

2ν |{f∗ > 2ν}|

≤ C
∑
|ν|≤N

∫ 2ν

2ν−1

|{f∗ > t}| dt

≤ C

∫
Rn
f∗(x) dx = ‖f‖H1(Rn).
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By Lemma 4.3.3 the series

∑
ν∈Z

(gν+1 − gν) =
∑
ν∈Z

∞∑
k=1

Aνk =
∑
ν∈Z

∞∑
k=1

λνka
ν
k

converges absolutely in H1(Rn) to some function f̃ ∈ H1(Rn). But the convergence is also in
L1

loc(Rn) by Lemma 4.2.3, and we conclude f̃ = f by (4.58). Thus we have constructed an
atomic decomposition as desired.

The rest of this section presents an application to the Poisson equation ∆u = f . For f
belonging to H1(Rn), we show that all second derivatives are in L1(Rn). We start by recalling
some facts about the Newtonian potential. For ωn−1 = |Sn−1| the fundamental solution of the
Laplace operator is

Γ : Rn\{0} → R, Γ(x) =


1

(2− n)ωn−1
|x|2−n for n ≥ 3,

1

2π
log |x| for n = 2.

The Newtonian potential of a function f is given by the formula (whenever de�ned)

Nf : Rn → R, Nf(x) =

∫
Rn

Γ(x− y)f(y) dy.

For f ∈ C∞c (Rn) we know that Nf is well-de�ned, smooth and solves ∆(Nf) = f .

Lemma 4.3.8. For f ∈ L∞(Rn) with compact support, we have u = Nf ∈W 2,2
loc (Rn) and

‖D2u‖L2(Rn) = ‖f‖L2(Rn).

Proof. We �rst assume f ∈ C∞c (Rn). Putting d = diam(spt f) we have∫
spt f
|Γ(x− y)| dy ≤

∫
{|z|≤|x|+d}

|Γ(z)| dz ≤ C(d,R) <∞ for |x| ≤ R.

This implies

|u(x)| ≤ C(d,R) ‖f‖L∞(Rn) for |x| ≤ R.

Di�erentiation under the integral and integration by parts yields

∂iu(x) =

∫
Rn
∂iΓ(x− y)f(y) dy.

Repeating the argument above then also implies

|Du(x)| ≤ C(d,R) ‖f‖L∞(Rn) for |x| ≤ R.

Finally we have

∂2
iju(x) =

∫
Rn
∂2
ijΓ(x− y) f(y) dy for x ∈ Rn\spt f.
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Now for y ∈ spt f and |x| large, we have |x−y| ≥ |x|/2 and see from the kernel representations

|Du(x)| ≤ C

|x|n−1
, |D2u(x)| ≤ C

|x|n
for |x| large.

We calculate∫
BR(0)

|D2u|2 dx =

∫
BR(0)

∂i(∂ju ∂
2
iju) dx−

∫
BR(0)

∂ju ∂j∆u dx

=

∫
BR(0)

∂i
(
∂ju ∂

2
iju− ∂iu∆u

)
dx+

∫
BR(0)

|∆u|2 dx.

Letting R→∞ we conclude

‖D2u‖L2(Rn) = ‖f‖L2(Rn) <∞.

For general f we consider the smoothings fε = ηε ∗ f . Dominated convergence implies that
Nfε(x)→ Nf(x) for all x ∈ Rn. From the bound in W 1,∞

loc (Rn) we see that uε → u uniformly,
this implies in particular ∆u = f in the sense of distributions. By weak∗ compactness we also
have u ∈W 1,∞

loc (Rn). But now ∂2
ijuε is a Cauchy sequence in L2(Rn) and thus ∂2

ijuε → ∂2
iju ∈

L2(Rn). In particular we have

‖D2u‖L2(Rn) = lim
ε↘0
‖D2uε‖L2(Rn) = lim

ε↘0
‖fε‖L2(Rn) = ‖f‖L2(Rn).

This �nishes the proof of the lemma.

Theorem 4.3.9. For any f ∈ H1(Rn) there exists u ∈W 2,1
loc (Rn) solving ∆u = f , such that

‖D2u‖L1(Rn) ≤ C ‖f‖H1(Rn). (4.61)

We remark that if u ∈W 2,1
loc (Rn) is any other solution of ∆v = f with D2v ∈ L1(Rn), then by

Liouville D2(v − u) = 0 and v − u is a�ne-linear. In particular (4.61) holds also for v.

Proof. Let a ∈ L1(Rn) be an H1-atom with admissible ball B = BR(0). By the previous
lemma, the Newtonian potential ua = Na belongs to W 2,2

loc (Rn) and satis�es∫
B2R(0)

|D2ua| dx ≤ ‖D2ua‖L2(Rn)|B|
1
2 = ‖a‖L2(Rn)|B|

1
2 .

Now let Kij = ∂2
ijΓ. For |x| ≥ 2R we can di�erentiate the kernel to get

∂2
iju

a(x) =

∫
Rn
Kij(x− y)a(y) dy =

∫
Rn

(
Kij(x− y)−K(x)

)
a(y) dy.

In the last step we used that a has integral zero. For t ∈ [0, 1] and y ∈ BR(0) we have
|x− ty| ≥ |x| −R ≥ 1

2 |x|, which yields

|Kij(x− y)−Kij(x)| ≤
∫ 1

0
|DKij(x− ty) · y| dt ≤ C|y||x|−(n+1).
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Using |x| ≥ 2R ≥ 2|y| we obtain∫
Rn\B2R(0)

|Kij(x− y)−Kij(x)| dx ≤ C|y|
∫
|x|≥2|y|

|x|−(n+1) dx

≤ C|y|
∫ ∞

2|y|
t−2 dt ≤ C.

Inserting we �nd∫
Rn\B2R(0)

|∂2
iju

a(x)| dx ≤ C

∫
BR(0)

|a(y)|
∫
Rn\B2R(0)

|Kij(x− y)−Kij(x)| dx dy

≤ C ‖a‖L1(Rn).

Combining the two estimates using the L∞-norm, we �nally arrive at

‖D2ua‖L1(Rn) ≤ C ‖a‖L∞(Rn)|B| ≤ C.

Now let f =
∑∞

j=1 λjaj be the atomic decomposition of f given by Theorem 4.3.7. Put

fk =

k∑
j=1

λjaj and vk =

k∑
j=1

λju
aj ∈W 2,2

loc (Rn).

We have ∆vk = fk → f in H1(Rn). Furthermore our estimates and Theorem 4.3.7 give

∞∑
j=1

‖D2(λju
aj )‖L1(Rn) ≤ C

∞∑
j=1

|λj | ≤ C‖f‖H1(Rn) <∞.

Thus D2vk converges in L1(Rn) to some W ∈ L1(Rn,Rn×n), which satis�es

trW = f and ‖W‖L1(Rn) ≤ C‖f‖H1(Rn).

Now we pass to uk(x) = vk(x)− (Ak · x+ bk) where

Ak =

∫
B1(0)

Dvk(x) dx and bk =

∫
B1(0)

vk(x) dx.

By a standard contradiction argument involving Rellich's theorem, compare Lemma 4.2.12,
we get after passing to subsequence

uk → u in W 1,1
loc (Rn).

It follows that D2u = W , and u ∈W 2,1
loc (Rn) is the desired solution.

One can in fact prove the optimal regularity D2u ∈ H1(Rn), as noted by Stein [57]. In [52]
there are some remarks about localizing the concept of Hardy space.



Chapter 5

Lorentz spaces

In this chapter we study Lorentz spaces, which have been introduced by George Lorentz around
1950. These spaces can be viewed as interpolations of the classical Lp-spaces, and they are
particularly relevant in connection with optimal Sobolev embeddings.

5.1 De�nition and basic properties

Theorem 5.1.1. Let f : Rn → R be measurable. Then there is a unique non-increasing, right

continuous function f∗ : [0,∞)→ [0,∞] such that

|{f∗ > s}| = |{|f | > s}| for all s ∈ [0,∞). (5.1)

Moreover f∗ has the property∫ ∞
0

f∗(t) dt =

∫ ∞
0

f∗(s) ds =

∫
Rn
|f(x)| dx. (5.2)

The function f∗ : [0,∞) → [0,∞], f∗(s) = |{|f | > s}|, is called the distribution function
of f ; it is nonincreasing and continuous from the right. The theorem asserts the existence
and uniqueness of a non-increasing, right continuous function f∗ on [0,∞) having the same
distribution function as f . We remark that if f : [0,∞) → [0,∞] is non-increasing and
continuous from the right, then we have f∗ = f by uniqueness.

Proof. It is easy to check that a function f : [0,∞)→ [0,∞] is non-increasing and continuous
from the right if and only if the set {f > r} is an interval of the form [0, b), for all r ≥ 0. Now
assume that f∗ : [0,∞)→ [0,∞] has all required properties. We claim that

{f∗ > s} = [0, f∗(s)) for all s ≥ 0. (5.3)

In fact, the set on the left is an interval [0, b) where b = |{|f | > s}| = f∗(s) by (5.1). A
statement equivalent to (5.3) but more symmetric is

f∗(t) > s ⇔ f∗(s) > t. (5.4)

In particular we obtain uniqueness since we then also have

{f∗ > t} = [0, f∗(t)) for all t ≥ 0. (5.5)

61
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For existence we de�ne f∗(t) by (5.5). Then f∗ is nonincreasing and continuous from the
right, and (5.3) follows reversely. We note from the above that

f∗(t) = |{f∗ > t}| and f∗(s) = |{f∗ > s}|. (5.6)

Finally we compute∫ ∞
0

f∗(t) dt =

∫ ∞
0
|{f∗ > s}| ds =

∫ ∞
0
|{|f | > s}|︸ ︷︷ ︸

=f∗(s)

ds =

∫
Rn
|f(x)| dx.

In the next lemma we prove the Hardy-Littlewood-Polya inequality.

Lemma 5.1.2. Let f, g : Rn → R be measurable. Then we have∫
Rn
|f(x)g(x)| dx ≤

∫ ∞
0

f∗(t)g∗(t) dt. (5.7)

Proof. Using Fubini`s Theorem on Rn × (0,∞)2 we calculate for f, g ≥ 0∫
Rn
f(x)g(x) dx =

∫
Rn

∫ ∞
0

∫ ∞
0

χ{r<f(x)}χ{s<g(x)} drds dx

=

∫ ∞
0

∫ ∞
0
|{f > r} ∩ {g > s}| drds

≤
∫ ∞

0

∫ ∞
0

min
(
|{f > r}|, |{g > s}|

)
drds

=

∫ ∞
0

∫ ∞
0

min
(
f∗(r), g∗(s)

)
drds

=

∫ ∞
0

∫ ∞
0

∫ ∞
0

χ{r<f∗(t)}χ{s<g∗(t)} dt drds

=

∫ ∞
0

f∗(t)g∗(t) dt.

We used that f∗(t) > r, g∗(t) > s if and only if t < min(f∗(s), g∗(s)) by (5.4).

To introduce the Lorentz spaces we further de�ne, for f : Rn → R measurable,

f∗∗(t) =
1

t

∫ t

0
f∗(u) du for t > 0. (5.8)

f∗∗ is non-increasing and f∗∗ ≥ f∗. For f ∈ L1(Rn) we have f∗ ∈ L1([0,∞)) by (5.6),
therefore f∗∗ is continuous on (0,∞). Moreover f∗∗(t) → f∗(0) as t ↘ 0, since f∗ is right
continuous, and f∗∗(t)→ 0 as t↗∞.

De�nition 5.1.3. Let 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞. A measurable function f : Rn → R belongs to

the Lorentz space Lp,q(Rn) if and only if the following integral is �nite:

‖f‖Lp,q(Rn) =


(∫ ∞

0

(
t
1
p f∗∗(t)

)q dt
t

) 1
q
, for 1 ≤ q <∞

supt>0 t
1
p f∗∗(t) for q =∞.

(5.9)



5.1. DEFINITION AND BASIC PROPERTIES 63

For p = 1, 1 ≤ q <∞, the de�nition just reduces to L1,q(Rn) = {0}. We emphasize that the
Lp,q(Rn) norm has the same scaling as the usual Lp(Rn) norm, that is

‖fλ‖Lp,q(Rn) = λ
−n
p ‖f‖Lp,q(Rn) for any λ > 0. (5.10)

Lemma 5.1.4 (Hardy's inequality). Let 1 ≤ q <∞, r > 0 and g : (0,∞)→ [0,∞), then∫ ∞
0

(∫ t

0
g(u) du

)q
t−r−1 dt ≤

(q
r

)q ∫ ∞
0

(
ug(u)

)q
u−r−1 du (5.11)∫ ∞

0

(∫ ∞
t

g(u) du
)q
tr−1 dt ≤

(q
r

)q ∫ ∞
0

(
ug(u)

)q
ur−1 du. (5.12)

Proof. The function ϕ(x) = |x|q is convex. Putting µ = L1xuα−1 for α > 0 to be chosen, we
get by Jensen's inequality(∫ t

0
g(u) du

)q
=

( tα
α

)q(∫
−
t

0
g(u)u1−α dµ

)q
≤

( tα
α

)q ∫
−
t

0
g(u)q u(1−α)q dµ

=
( tα
α

)q−1
∫ t

0
(g(u)u)q uα(1−q)−1 du.

Inserting we obtain using Fubini, provided that α(q − 1) < r,∫ ∞
0

(∫ t

0
g(u) du

)q
t−r−1 dt ≤

( 1

α

)q−1
∫ ∞

0
tα(q−1)−r−1

∫ t

0
(g(u)u)q uα(1−q)−1 du dt

=
( 1

α

)q−1
∫ ∞

0
(g(u)u)q uα(1−q)−1

∫ ∞
u

tα(q−1)−r−1 dt du

≤
( 1

α

)q−1 1

r − α(q − 1)

∫ ∞
0

(g(u)u)q u−r−1 du.

(5.11) follows by taking α = r
q (which is in fact optimal). We deduce (5.12) from (5.11),

applied to g1(u) = g(1/u)/u2 Substituting s = 1/t and then v = 1/u we get∫ ∞
0

(∫ ∞
s

g(v) dv
)q
sr−1ds =

∫ ∞
0

(∫ ∞
1
t

g(v) dv
)q
t−r−1 dt

=

∫ ∞
0

(∫ t

0
g1(u) du

)q
t−r−1 dt

≤
(q
r

)q ∫ ∞
0

(ug1(u))q u−r−1 du

=
(q
r

)q ∫ ∞
0

(vg(v))q vr−1 dv.

De�ning ‖f‖Lp,q∗ (Rn) just as ‖f‖Lp,q(Rn), but with f
∗ instead of f∗∗, we have

‖f‖Lp,q∗ (Rn) ≤ ‖f‖Lp,q(Rn) ≤
p

p− 1
‖f‖Lp,q∗ (Rn) for all 1 < p ≤ ∞, 1 ≤ q ≤ ∞. (5.13)



64 CHAPTER 5. LORENTZ SPACES

The �rst inequality is obvious as f∗ ≤ f∗∗. For q < ∞, the second inequality follows from
Hardy's inequality putting r = q − q

p > 0:∫ ∞
0

(
t
1
p f∗∗(t)

)q dt
t

=

∫ ∞
0

(∫ t

0
f∗(u) du

)q
t
q
p
−q−1

dt

≤
( p

p− 1

)q ∫ ∞
0

(uf∗(u))qu
q
p
−q−1

du

=
( p

p− 1

)q ∫ ∞
0

(
u

1
p f∗(u)

)q du
u
.

For q =∞ we compute by hand that

t
1
p f∗∗(t) = t

1
p
−1
∫ t

0
f∗(s) ds ≤ t

1
p
−1

sups>0

(
s

1
p f∗(s)

) ∫ t

0
s
− 1
pds =

p

p− 1
sups>0

(
s

1
p f∗(s)

)
.

The de�nition of the spaces Lp,q∗ (Rn) with norms ‖f‖Lp,q∗ (Rn) makes sense also for p = 1, a spe-

cial case is L1,1
∗ (Rn) = L1(Rn) = L1,∞(Rn). By contrast for p =∞ we have L∞,q∗ (Rn) = {0}

for 1 ≤ q <∞, while L∞,∞∗ (Rn) = L∞(Rn) = L1,∞(Rn).

The choice of f∗∗ in de�nition 5.1.3 is motivated by the fact that the triangle inequality
holds, see [36]. Here we will only show that taking f∗ yields a quasinorm. We compute

(f + g)∗(2s) = |{|f + g| > 2s}| ≤ |{|f | > s}|+ |{|g| > s}| = f∗(s) + g∗(s).

Using (5.5) we get

(f + g)∗(2t) = 2|{s ≥ 0 : (f + g)∗(2s) > 2t}|
≤ 2

(
|{s ≥ 0 : f∗ > t}|+ |{s ≥ 0 : g∗ > t}|

)
= 2(f∗(t) + g∗(t)

)
.

From here we easily see that

‖f + g‖Lp,q(Rn) ≤ 2
1+ 1

p
(
‖f‖Lp,q(Rn) + ‖g‖Lp,q(Rn)

)
. (5.14)

In particular Lp,q(Rn) is a vector space. We now show that the classical Lp spaces are included
in the Lorentz family as the special case q = p.

Lemma 5.1.5. For 1 < p <∞ the Lp,p(Rn)-norm is equivalent to the Lp(Rn)-norm, and the

L1,∞(Rn)-norm is equal to the L1(Rn)-norm.

Proof. By (5.13) the norm ‖f‖Lp,p(Rn) is bounded above and below by the integral(∫ ∞
0

(
t
1
p f∗(t)

)pdt
t

) 1
p

= ‖f∗‖Lp([0,∞)).

But ‖f∗‖Lp([0,∞) = ‖f‖Lp(Rn) by Lemma 4.1.1. That lemma also yields that

‖f‖L1,∞(Rn) = sup
t>0

(
tf∗∗(t)

)
= ‖f∗‖L1([0,∞)) = ‖f‖L1(Rn).
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The next Lemma proves a duality result for Lorentz spaces.

Lemma 5.1.6. Let f ∈ Lp,q(Rn), g ∈ Lp′,q′(Rn) with 1
p + 1

p′ = 1
q + 1

q′ = 1 (1 < p <∞). Then∫
Rn
|f(x)g(x)| dx ≤ C ‖f‖Lp,q(Rn)‖g‖Lp′,q′ (Rn). (5.15)

Proof. Using Lemma 5.1.2 and Hölder's inequlity we estimate∫
Rn
|f(x)g(x)| dx ≤

∫ ∞
0

t
1
p f∗(t) t

1
p′g∗(t)

dt

t

≤
(∫ ∞

0

(
t
1
p f∗(t)

)q dt
t

) 1
q
(∫ ∞

0

(
t

1
p′ f∗(t)

)q′ dt
t

) 1
q′
.

The result now follows from (5.13).

Next we deal with relations among the spaces Lp,q(Rn).

Lemma 5.1.7. Let Ω ⊂ Rn be measurable with |Ω| <∞. Then for any f : Rn → R measurable

we have, with a constant C depending only on the parameters,

‖f‖Lp,q′ (Rn) ≤ C ‖f‖Lp,q(Rn) for p > 1 and q ≤ q′, (5.16)

‖fχΩ‖Lp,q(Rn) ≤ C |Ω|
1
p
− 1
p′ ‖fχΩ‖Lp′,q′ (Rn) for p < p′ and q, q′ abitrary. (5.17)

Proof. To show (5.16) in the case q′ =∞ we compute

(t
1
p f∗(t))q =

q

p
f∗(t)q

∫ t

0
s
q
p
−1
ds ≤ q

p

∫ t

0

(
s

1
p f∗(s)

)q ds
s
.

Using this and (5.13), we estimate further for q′ <∞∫ ∞
0

(t
1
p f∗(t))q

′ dt

t
≤ sups>0(s

1
p f∗(s))q

′−q
∫ ∞

0

(
s

1
p f∗(t)

)q dt
t
≤ C‖f‖q

′

Lp,q .

For (ii) note �rst that (fχΩ)∗(s) = |{|f |χΩ > s}| ≤ |Ω|. Recalling (5.6) this implies f∗(t) =
|{f∗ > t}| = 0 for t ≥ |Ω|. Now we estimate

‖fχΩ‖Lp,1(Rn) ≤ C

∫ |Ω|
0

t
1
p
−1

(fχΩ)∗(t) dt

≤ C sup
s>0

(
s

1
p′ (fχΩ)∗(s)

) ∫ |Ω|
0

t
1
p
− 1
p′−1

dt

≤ C |Ω|
1
p
− 1
p′ ‖fχΩ‖Lp′,∞(Rn).

Finally we conclude

‖fχΩ‖Lp,q(Rn) ≤ C ‖fχΩ‖Lp,1(Rn) ≤ C |Ω|
1
p
− 1
p′ ‖fχΩ‖Lp′,∞(Rn) ≤ ‖fχΩ‖Lp′,q′ (Rn).

The lemma is proved.

Lemma 5.1.8. For any 0 < λ < n the function Iλ(x) = |x|−λ belongs to L
n
λ
,∞(Rn).
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Proof. We compute using again (5.6)

(Iλ)∗(s) = |{Iλ > s}| = αn

(1

s

)n
λ
,

(Iλ)∗(t) = |{(Iλ)∗ > t}| =
(αn
t

)λ
n
.

Thus we have t
λ
n (Iλ)∗(t) = (αn)

λ
n for all t > 0, and the result follows from (5.13).

The next lemma is a technical result which is needed later on.

Lemma 5.1.9. For 1 < p ≤ ∞ and 1 ≤ q <∞, we have

‖f‖q
Lp,q∗

=

∫ ∞
0

t
q
p
−1

(t
1
p f∗(t))q

dt

t
=

∫ ∞
0

(f∗(s))
q
p sq−1 ds. (5.18)

In particular, the Lp,q(Rn) norm is bounded by the right hand side from above and from below.

Proof. By substituting t = rp, using Fubini and (5.2), we calculate

‖f‖qLp,q(Rn) ≥
∫ ∞

0
t
q
p
−1

(f∗(t))q dt

= p

∫ ∞
0

rq−p(f∗(rp))q rp−1 dr

= pq

∫ ∞
0

∫ ∞
0

χ{s<f∗(rp)}r
q−1sq−1 dsdr

= pq

∫ ∞
0

∫ ∞
0

χ
{r<f∗(s)

1
p }
rq−1sq−1 drds

= p

∫ ∞
0

f∗(s)
q
p sq−1 ds.

Lemma 5.1.10. Let f ∈ L1(Rn) and s > 0. Then for a constant C = C(n) we have

(Mf)∗(Cs) ≤
1

s

∫
{|f |>s}

|f(x)| dx. (5.19)

Proof. We may assume f ≥ 0. Let M = {x ∈ Rn : Mf(x) > Cs}. For any x ∈M there exists
a ball Bx = Brx(x) such that

Cs|Bx| <
∫
Bx
f(y) dy ≤

∫
Bx∩{f>s}

f(y) dy + s|Bx|.

By absorbing we see that

|Bx| < 1

(C − 1)s

∫
Bx∩{f>s}

f(y) dy.

In particular we get |Bx| ≤ 1
(C−1)s‖f‖L1(Rn) <∞. By Vitali's covering lemma, Theorem 4.1.3,

there is a subset M ′ ⊂M such that the balls Bx, x ∈M ′, are pairwise disjoint, and such that

M ⊂
⋃
x∈M ′

5Bx.
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Here 5Bx means the concentric ball scaled by factor 5. We conclude

(Mf)∗(Cs) = |M | ≤ 5n
∑
x∈M ′

|Bx|

≤ 5n

(C − 1)s

∑
x∈M ′

∫
Bx∩{f>s}

f(y) dy

≤ 5n

(C − 1)s

∫
{f>s}

f(y) dy.

The result follows by taking C = 5n + 1.

Lemma 5.1.11. Let f ∈ L1(Rn). Then for a constant C = C(n)

(Mf)∗(t) ≤ C f∗∗(t) for all t > 0. (5.20)

Proof. We assume f ≥ 0. Choosing s = f∗∗(t) in Lemma 5.1.10 we obtain

f∗∗(t) (Mf)∗
(
Cf∗∗(t)

)
≤

∫
{f>f∗∗(t)}

f(x) dx

≤
∫
{f>f∗(t)}

f(x) dx

≤
∫ t

0
f∗(t′) dt′ = t f∗∗(t).

Here we used ∫
{f>f∗(t)}

f(x) dx =

∫ ∞
f∗(t)
|{f > s}| ds+ f∗(t)|{f > f∗(t)}|

=

∫ ∞
f∗(t)
|{f∗ > s}| ds+ f∗(t)|{f∗ > f∗(t)}|

=

∫
{f∗>f∗(t)}

f∗(t′) dt′ ≤
∫ t

0
f∗(t′) dt′.

Finally the claim of the lemma follows, namely we have

(Mf)∗(t) = |{(Mf)∗ > t}| ≤ Cf∗∗(t).

Theorem 5.1.12. Let 1 < p <∞ and f ∈ Lp,q(Rn). Then we have

‖Mf‖Lp,q(Rn) ≤ C ‖f‖Lp,q(Rn). (5.21)

Proof. This follows directly from Lemma 5.1.11 and (5.13). An alternative proof is by com-
bining the Hardy-Littlewood Theorem 4.1.6 and Marcinkiewicz interpolation, see Theorem
5.2.1.

Lemma 5.1.13. Let f ∈ Lp,q(Rn) where 1 ≤ p, q < ∞. If η ∈ C0
c (B1(0)) is a kernel with∫

Rn η(x) dx = 1, then

η% ∗ f → f in Lp,q(Rn) where η%(x) = %−nη
(x
%

)
.
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Proof. By splitting f = f+ − f− we can assume f ≥ 0. We �rst show that if 0 ≤ fk ↗ f
pointwise, then the convergence is in Lp,q(Rn). Before entering this argument, we note that
|{f > s}| < ∞ for any s > 0. Otherwise f∗(s) = ∞ on some interval [0, δ), which implies
f∗(t) = |{f∗ > t}| ≥ δ for all t > 0. But then also f∗∗(t) ≥ δ for all t > 0, and hence∫ ∞

0
(t

1
p f∗∗(t))q

dt

t
≥ δq

∫ ∞
0

t
q
p
−1
dt =∞.

Our claim follows by repeated use of dominated convergence. First {f − fk > s} ↘ ∅, and we
have {f − fk > s} ⊂ {f > s} where |{f > s}| <∞, therefore

(f − fk)∗(s) = |{f − fk > s}| ↘ 0.

It follows that {(f − fk)∗ > t} ↘ ∅, and {(f − fk)∗ > t} ⊂ {f∗ > t} where |{f∗ > t}| =
f∗(t) <∞. This implies

(f − fk)∗(t) = |{(f − fk)∗ > t}| ↘ 0.

Now (f − fk)∗ ≤ f∗ ∈ L1((0, t) for any t > 0, and we get

(f − fk)∗∗(t) =
1

t

∫ t

0
(f − fk)∗(t′) dt′ ↘ 0.

Finally t
1
p (f − fk)∗∗(t) ≤ t

1
p f∗∗(t) ∈ Lq(dtt ), and we conclude

‖f − fk‖qLp,q(Rn) =

∫ ∞
0

(
t
1
p (f − fk)∗∗(t)

)q dt
t
↘ 0.

As any measurable function f ≥ 0 can be approximated from below monotonically by step
functions, it is now su�cient to prove the theorem for f = χE where E ⊂ Rn is bounded and
measurable. The Lp,q norm of χE is easily computed:

(χE)∗(s) ≤

{
|E| for 0 < s < 1

0 for s ≥ 1.
χ∗E(t) ≤

{
1 for 0 < t < |E|,
0 for t ≥ |E|.

This implies further

χ∗∗E (t) =

{
1 for 0 < t < |E|,
1
t |E| for t ≥ |E|.

Using this one obtains

‖χE‖Lp,q(Rn) =
( p2

q(p− 1)

) 1
q |E|

1
p . (5.22)

To bound η% ∗ f in Lp,q(Rn), we use

|(ηε ∗ f)(x)| = ε−n
∣∣∣ ∫

Rn
η
(x− y

ε

)
f(y) dy

∣∣∣ ≤ C ‖η‖C0(Rn)Mf(x).

Applying Theorem 5.1.12 we obtain

‖η% ∗ f‖Lp,q(Rn) ≤ C ‖η‖C0(Rn)‖f‖Lp,q(Rn). (5.23)
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Now let ε > 0 be given. By Lusin's theorem, there exists a function χ̃ ∈ C0
c (Rn) such that

0 ≤ χ̃ ≤ 1, and |{χ̃ 6= χE}| < ε.

Using the triangle inequlity, (5.23) and then (5.22), we see that

‖η% ∗ χE − χE‖Lp,q(Rn) ≤ C‖η% ∗ (χE − χ̃)‖Lp,q(Rn) + C‖η% ∗ χ̃− χ̃‖Lp,q(Rn)

+C‖χ̃− χE‖Lp,q(Rn)

≤ C‖η% ∗ χ̃− χ̃‖Lp,q(Rn) + C(η) ε
1
p .

But by Lemma 5.1.7 the Lp,q norm is estimated by the L∞,∞ norm, which is just the L∞

norm. Therefore η% ∗ χ̃→ χ̃ in Lp,q(Rn), and the lemma is proved.

Lemma 5.1.14. Let E ⊂ Rn be Lebesgue measurable. Then for a constant C = C(n)∫
E
|x|λ−n ≤ C

λ
|E|

λ
n for 0 < λ < n. (5.24)

Proof. First of all we compute for any ball B = BR(0) that∫
B
|x|λ−n dx = αn

∫ R

0
rλ−1 dr =

αn
λ
Rλ ≤ C(n)

λ
|B|

λ
n (5.25)

Choose R > 0 such that |B| = |E|. Then we have

|B\E| = |B| − |B ∩ E| = |E| − |E ∩B| = |E\B|.

This implies ∫
E\B
|x|λ−n dx ≤ Rλ−n|E\B| = Rλ−n|B\E| ≤

∫
B\E
|x|λ−n dx.

Adding
∫
E∩B |x|

λ−n dx to both sides we get, recalling |B| = |E|,∫
E
|x|λ−n dx ≤

∫
B
|x|λ−n dx ≤ C(n)

λ
|E|

λ
n .

We are now in the position to prove the �rst main application of Lorentz spaces. Namely we
show that functions whose gradient is in Ln,1 are continuous.

Theorem 5.1.15. Let Du ∈ Ln,1(Rn). Then u is continuous, and for any ball B ⊂ Rn∣∣∣u(x)−
∫
−
B
u
∣∣∣ ≤ C ‖χBDu‖Ln,1(Rn), for any point x ∈ B. (5.26)

Proof. We have Du ∈ Ln,n(Rn) = Ln(Rn) by Lemma 5.1.7 and Lemma 5.1.5. By scaling we
can assume B = B1(0). We have for y = x+ %ω ∈ B

|u(x)− u(y)| =
∣∣∣ ∫ %

0
(∂ru)(x+ rω) dr

∣∣∣ ≤ ∫ ∞
0

(χB|Du|)(x+ rω) dr.
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Integrating we obtain

|u(x)−
∫
−
B
u(y) dy| ≤ C

∫ 2

0

∫
Sn−1

χB(x+ %ω)|u(x)− u(x+ %ω)| %n−1dω d%

≤ C

∫ 2

0

∫
Sn−1

χB(x+ %ω)

∫ ∞
0

(χB|Du|)(x+ rω) dr %n−1dω d%

≤ C

∫ ∞
0

∫
Sn−1

r1−n(χB|Du|)(x+ rω) rn−1dω dr

= C

∫
B
|x− y|1−n|Du(y)| dy.

The right hand side is estimated using Lemma 5.24:∫
B
|z − x|1−n|Du(x)| dx =

∫
B
|z − x|1−n

∫ ∞
0

χ{s<|Du(x)|} ds dx

=

∫ ∞
0

∫
B∩{|Du|>s}

|z − x|1−n dx ds

≤ C

∫ ∞
0

(χBDu)∗(s)
1
n ds

≤ C ‖χBDu‖Ln,1(Rn).

In the last step we used Lemma 5.1.9 with p = n and q = 1. Now approximate u in Lp,q(Rn)
by smooth functions u% using Lemma 5.1.13. Then u% → u in L1

loc(Rn) and

‖u% − u%′‖C0(B) ≤
∣∣∣ ∫−

B
(u% − u%′)

∣∣∣+ C ‖χB(Du% −Du%′)‖Ln,1(Rn) → 0 for %, %′ → 0.

This shows u ∈ C0(B).

We now show that the standard Sobolev embedding in Rn can be improved.

Theorem 5.1.16 (Poornima [44]). Let f ∈ L
n
n−1 (Rn), n ≥ 2, have Df ∈ L1(Rn). Then f

belongs to L
n
n−1

,1(Rn) and

‖f‖
L

n
n−1 ,1(Rn)

≤ C ‖Df‖L1(Rn). (5.27)

Proof. By approximation, it is enough to prove the estimate for f ∈ C1
c (Rn). Fix a nonde-

creasing cuto� function ϕ ∈ C1(R) with ϕ(t) = 0, ϕ(t) = 1 for t ≥ 1, and consider

ϕλε ∈ C1(R), ϕλε (s) = ϕ
(s− λ

ε

)
for λ ≥ 0, ε > 0.

We have D(ϕλε ◦ f) = (ϕλε )′ ◦ f Df , in particular

|D(ϕλε ◦ f)| ≤ C

ε
χ{λ<f<λ+ε}|Df |.

This yields the estimate∫ ∞
0
‖D(ϕλε ◦ f)‖L1(Rn) dλ ≤ C

ε

∫ ∞
0

∫
Rn
χ{λ<f(x)<λ+ε}|Df(x)| dxdλ

=
C

ε

∫
Rn
|Df(x)|

∫ f(x)

f(x)−ε
dλ

= C ‖Df‖L1(Rn). (5.28)
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We will now prove the inequality∫ ∞
0

f∗(s)
n−1
n ds ≤ C ‖Df‖L1(Rn). (5.29)

For s > 0 let f±∗ (s) = |{f± > s}|. Then f∗(s) = f+
∗ (s) + f−∗ (s), thus

f∗(s)
n−1
n ≤

(
2 max(f+

∗ (s), f−∗ (s)
)n−1

n ≤ 2
n−1
n
(
f∗(s)

n−1
n + f−∗ (s)

n−1
n
)
.

Thus it su�ces to prove (5.29) with f+
∗ on the left. Now by the usual Sobolev inequality

‖ϕλε ◦ f‖L n
n−1 (Rn)

≤ C ‖D(ϕλε ◦ f)‖L1(Rn).

Integrating over [0,∞) we obtain using (5.28)∫ ∞
0
‖ϕλε ◦ f‖L n

n−1 (Rn)
≤ C‖Df‖L1(Rn).

Finally we take the limit as ε↘ 0. It is convenient to introduce

ψε : [0,∞)→ R, ψε(λ) =

∫
Rn
|ϕλε ◦ f |

n
n−1 dx.

Clearly ϕλε ◦ f → χ{f>λ} pointwise in Rn, and |ϕε ◦ f | ≤ χspt f . Therefore by dominated
convergence

lim
ε↘0

ψε(λ) = |{f > λ}| = f+
∗ (λ).

Applying Fatou's lemma we �nally conclude∫ ∞
0

f+
∗ (λ)

n−1
n dλ ≤ lim inf

ε↘0
ψε(λ)

n−1
n dλ

= lim inf
ε↘0

‖ϕλε ◦ f‖L n
n−1 (Rn)

dλ

≤ C ‖Df‖L1(Rn).

The desired estimate now follows from Lemma 5.18, choosing p = n
n−1 and q = 1 there.

More generally we deduce the continuous embedding, for f ∈ L
np
n−p (Rn) with Df ∈ Lp(Rn),

‖f‖Lq,r ≤ C(n, p) ‖Df‖Lp(Rn) where q =
np

n− p
, r =

(n− 1)p

n− p
. (5.30)

To see this we �rst note (f r)∗(σ) = f∗(σ
1
r ) for any σ > 0. Substituting σ = sr yields

(f r)∗(t) = |{(f r)∗ > t}| = |{sr : f∗(s) > t}| = r

∫
{f∗>t}

sr−1 ds.

The Lp,q(Rn) norm of f r is given by∫ ∞
0

(
t
1
p (f r)∗(t)

)q dt
t

= rq
∫ ∞

0
t
q
p
−1
(∫
{f∗>t}

sr−1 ds
)q
dt

≤ rq
∫ ∞

0
t
q
p
−1 |{f∗ > t}|q−1

∫ ∞
0

χ{f∗>t}s
(r−1)q dt

≤ rq
∫ ∞

0
sr−1

∫ f∗(s)

0
t
1
p
−1
dtds

= rp

∫ ∞
0

sr−1f∗(s)
1
p ds.
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By Lemma 5.18 this implies

‖f‖Lrq,r(Rn) ≤ C ‖f r‖
1
r

Lq,1(Rn)
(and vice versa). (5.31)

Now for f as above and 1 < p < n we take r = n−1
n−pp > p and estimate using Hölder

‖D(f r)‖L1(Rn) ≤ C ‖f r−1Df‖L1(Rn)

≤ C ‖f r−1‖
L

p
p−1 (Rn)

‖Df‖Lp(Rn)

= C ‖f‖
p−1
n−pn

L
np
n−p (Rn)

‖Df‖Lp(Rn)

≤ C‖Df‖rLp(Rn).

Combining with (5.31) for q = n
n−1 we see that

‖f‖
L

np
n−p ,r(Rn)

≤ C‖f r‖
1
r

L
n
n−1 ,1(Rn)

≤ ‖D(f r)‖
1
r

L1(Rn)
≤ C ‖Df‖Lp(Rn). (5.32)

5.2 Interpolation and PDE estimates

The next Theorem is the so called Marcinkiewicz interpolation theorem for Lorentz spaces
and it is taken from [58]. Here we use the notion of a subadditive operator between vector
spaces V,W of measurable functions on Rn. A map T : V →W is called subadditive if for all
f, g ∈ V and λ ∈ R one has, for almost all x ∈ Rn,

|T (f + g)(x)| ≤ |(Tf)(x)|+ |Tg(x)| and |T (λf)(x)| = |λ| |T (f)(x)|.

An example of a non-linear subadditive operator is Mf , the maximal operator.

Theorem 5.2.1. Let 1 ≤ r0 < r1 ≤ ∞, 1 ≤ p0 6= p1 ≤ ∞, and let T be a subadditive operator

satisfying the following estimates:

Lr0,1(Rn)
T−→ Lp0,∞(Rn), ‖Tf‖Lp0,∞(Rn) ≤ C ‖f‖Lr0,1(Rn),

∪ ∪∩
Lr1(Rn)

T−→ Lp1,∞(Rn), ‖Tf‖Lp1,∞(Rn) ≤ C ‖f‖Lr1,1(Rn),

Then for 1
r = 1−θ

r0
+ θ

r1
and 1

p = 1−θ
p0

+ θ
p1

(0 < θ < 1), and for 1 ≤ q ≤ ∞, we have

‖Tf‖Lp,q(Rn) ≤ C ‖f‖Lr,q(Rn), (5.33)

where C = C(pi, ri, θ).

Proof. For f ∈ Lr,q(Rn) we consider cuto�s at level f∗(b) given by

f b(x) =

{
f(x) if |f(x)| > f∗(b),

0 else,
fb(x) =

{
0 if |f(x)| > f∗(b),

f(x) else.

Here b > 0 is a variable, it will be speci�ed later. We compute

(f b)∗(s) =

{
f∗(s) if s ≥ f∗(b),
f∗(f

∗(b)) else.
(fb)∗(s) =

{
0 if s ≥ f∗(b),
f∗(s)− f∗(f∗(b)) else.
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In the second step we get

(f b)∗(t) =

{
0 if t ≥ f∗(f∗(b)),
f∗(t) else.

(fb)
∗(t) =

{
0 if t ≥ f∗(0)− f∗(f∗(b)),
f∗(t+ f∗(f

∗(b))) else.

From the de�nition of f∗ we get the inequality

f∗(f
∗(b)) = |{f > f∗(b)}| = |{f∗ > f∗(b)}| ≤ b. (5.34)

This implies

(f b)∗(t) ≤

{
0 if t ≥ b,
f∗(t) else.

(5.35)

By monotonicity of f∗, we have (fb)
∗(t) ≤ f∗(t) for all t > 0. On the other hand, we may use

f∗(f∗(s)) = |{f∗ > f∗(s)}| ≤ s, thus (fb)
∗(0) ≤ f∗(f∗(f∗(b))) ≤ f∗(b).

In particular we see that

(fb)
∗(t) ≤

{
f∗(t) if t ≥ b,
f∗(b) else.

(5.36)

Now we estimate Tf . By subadditivity we have for almost every x ∈ Rn

|Tf(x)| = |T (f b + fb)(x)| ≤ |Tf b(x)|+ |Tfb(x)|.

It follows that for any s > 0 we have

{|Tf | > s1 + s2} ⊂ {|Tf b| > s1} ∪ {|Tfb| > s2}.

This means

(Tf)∗(s1 + s2) ≤ (Tf b)∗(s1) + (Tfb)∗(s2).

Choosing s1 = (Tf b)∗(t) and s2 = (Tfb)
∗(t) and using (5.34) we infer

(Tf)∗(s1 + s2) ≤ t+ t = 2t.

Thus we have shown

(Tf)∗(2t) ≤ s1 + s2 = (Tf b)∗(t) + (Tfb)
∗(t) for all t > 0. (5.37)

As �nal preparation, we note that by assumption, for all t > 0 and all b > 0,

t
1
p0 (Tf b)∗(t) ≤ C‖f b‖Lr0,1(Rn), (5.38)

t
1
p1 (Tfb)

∗(t) ≤ C‖fb‖Lr1,1(Rn). (5.39)

The key idea of the proof is to cuto� depending on t, namely we choose b = tγ where γ > 0
will be �xed appropriately.
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We �rst consider the case r1 <∞, q <∞. Then we have by (5.37)

‖Tf‖q
Lp,q∗ (Rn)

=

∫ ∞
0

(
t
1
p (Tf)∗(t)

)q dt
t

≤ C

∫ ∞
0

(
t
1
p (Tf)∗(2t)

)q dt
t

≤
∫ ∞

0

(
t
1
p (Tf t

γ
)∗(t)

)q dt
t︸ ︷︷ ︸

=:I1

+

∫ ∞
0

(
t
1
p (Tftγ )∗(t)

)q dt
t︸ ︷︷ ︸

=:I2

.

In the �rst integral, we estimate applying (5.38), for b = tγ ,

I1 ≤ C

∫ ∞
0

(
t
1
p
− 1
p0 ‖f tγ‖Lr0,1(Rn)

)q dt
t

≤ C

∫ ∞
0

(
t
1
p
− 1
p0

∫ tγ

0
λ

1
r0 f∗(λ)

dλ

λ

)q dt
t

≤ C

∫ ∞
0

(
u

(
1
p
− 1
p0

)
1
γ

∫ u

0
λ

1
r0 f∗(λ)

dλ

λ

)q du
u
.

In the second last step we used (5.35), then in the last step t = uγ was substituted. At this
point we chose γ appropriately, namely we take

γ =

1
p0
− 1

p
1
r0
− 1

r

=

1
p −

1
p1

1
r −

1
r1

. (5.40)

Then we continue appplying Hardy's inequality, see (5.11),

I1 ≤ C

∫ ∞
0

(
u

1
r
− 1
r0

∫ u

0
λ

1
r0
−1
f∗(λ) dλ

)q du
u

≤ C

∫ ∞
0

(
λ

1
r0
−1
f∗(λ)

)q
λ
q
r
− q
r0
−1
dλ

= C

∫ ∞
0

(
λ

1
r f∗(λ)

)q dλ
λ

= C‖f‖q
Lr,q∗ (Rn)

.

The estimate of the second integral is rather similar. We have

I2 ≤ C

∫ ∞
0

(
t
1
p
− 1
p1 ‖ftγ‖Lr1,1(Rn)

)q dt
t

≤ C

∫ ∞
0

(
t
1
p
− 1
p1

∫ tγ

0
λ

1
r1 f∗(tγ)

dλ

λ

)q dt
t

+ C

∫ ∞
0

(
t
1
p
− 1
p1

∫ ∞
tγ

λ
1
r1 f∗(λ)

dλ

λ

)q dt
t

≤ C

∫ ∞
0

(
t
1
p
− 1
p1 f∗(tγ)t

γ
r1

)q dt
t

+ C

∫ ∞
0

(
t
1
p
− 1
p1

∫ ∞
tγ

λ
1
r1 f∗(λ)

dλ

λ

)q dt
t
.

Recalling the choice of γ from (5.40) we continue, substituting u = tγ ,

I2 ≤ C

∫ ∞
0

(
u

1
r f∗(u)

)q du
u

+ C

∫ ∞
0

(
t
1
r
− 1
r1

∫ ∞
u

(
λ

1
r1 f∗(λ)

)q dλ
λ

) du
u

≤ C‖f‖qLr,q(Rn) + C

∫ ∞
0

(
λ

1
r1 f∗(λ)

)q
λ
q
r
− q
r1
−1
dλ

≤ C‖f‖qLr,q(Rn).
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Here we used the case (5.12) of Hardy's inequality. Having completed the proof for r1, q <∞,
we address next r1 <∞, q =∞. By the above calculations, we estimate

t
1
p (Tf)∗(t) ≤ Ct

1
p
− 1
p0

∫ tγ

0
λ

1
r0 f∗(λ)

dλ

λ

+Ct
1
p
− 1
p1

∫ tγ

0
λ

1
r1 f∗(tγ)

dλ

λ
+ Ct

1
p
− 1
p1

∫ ∞
tγ

λ
1
r1 f∗(λ)

dλ

λ
.

Using λ
1
r f∗(λ) ≤ ‖f‖Lr,∞∗ (Rn) we obtain further

t
1
p (Tf)∗(t) ≤ C ‖f‖Lr,∞(Rn)t

1
p
− 1
p0

∫ tγ

0
λ

1
r0
− 1
r
dλ

λ
+ C t

1
p
− 1
p1 f∗(tγ)t

γ
r1

+C ‖f‖Lr,∞(Rn)t
1
p
− 1
p1

∫ ∞
tγ

λ
1
r1
− 1
r
dλ

λ

≤ C ‖f‖Lr,∞ .

The proof of the remaining case r1, q =∞ uses that (fb)
∗(t) ≤ f∗(b); it is left to the reader.

In the following we prove some PDE-estimates involving Lorentz-spaces. Before doing this we
need the following Lemma (see [29]).

Lemma 5.2.2. Let Ω ⊂ Rn be bounded with C1-boundary, let g = (g1, g2) ∈ L1(Ω,R2) and

let α be a solution of

∆α = div g in Ω,

α = 0 on ∂Ω. (5.41)

Then we have that the operator

P (g) = ∇α (5.42)

is continuous between Lp,q(Ω,R2), 1 < p <∞, 1 ≤ q ≤ ∞, and itself.

Proof. From standard Lp-theory we know that P is continuous between Lp(Ω,R2), 1 < p <∞,
and itself. Therefore we can apply Theorem 5.2.1 to get the desired result.

Lemma 5.2.3. Let f ∈ Lp1,q1(Rn) and g ∈ Lp2,q2(Rn) with 1
p1

+ 1
p2
> 1. Then h = f ? g ∈

Lr,s(Rn) where 1
r = 1

p1
+ 1

p2
− 1 and s is a number such that 1

q1
+ 1

q2
≥ 1

s . Moreover we have

||h||Lr,s(Rn) ≤ c||f ||Lp1,q1 (Rn)||g||Lp2,q2 (Rn). (5.43)

Proof. See [67].

The next three theorems are taken from [29] (see also [1] and [18]).

Theorem 5.2.4. Let Ω ⊂ R2 be open with ∂Ω ∈ C1. Let f ∈ L1(Ω) and let ϕ be a solution of

−∆ϕ = f in Ω,

ϕ = 0 on ∂Ω, (5.44)

then ∇ϕ ∈ L2,∞(Ω,R2) and

||∇ϕ||L2,∞(Ω) ≤ c(Ω)||f ||L1(Ω). (5.45)
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Proof. We consider f ∈ L1(R2) which we obtain by extending f by 0 outside of Ω and we
de�ne

ψ(x) =

∫
R2

K(x− y)f(y)dy,

where K(x) = 1
2π ln( 1

|x|). Then we know that

−∆ψ = f

in R2 and

∇ψ =

∫
R2

∇K(x− y)f(y)dy.

Since f ∈ L1(R2) = L1,∞(R2) and |∇K|(x − y) ≤ c
|x−y| ∈ L

2,∞ (see Lemma 5.1.8) we can

apply Lemma 5.2.3 to get that ∇ψ ∈ L2,∞ and

||∇ψ||L2,∞ ≤ c||f ||L1 = c||f ||L1(Ω).

Since ∇ϕ = P (∇ψ|Ω) we can apply Lemma 5.2.2 to conclude the proof of the Theorem.

In the following Theorem we improve Wente`s inequality.

Theorem 5.2.5. Let Ω ⊂ R2 be open with C1-boundary, let f ∈ H1(R2) and let ϕ be a

solution of

−∆ϕ = f in Ω,

ϕ = 0 on ∂Ω, (5.46)

then ∇ϕ ∈ L2,1(Ω,R2) and

||∇ϕ||L2,1(Ω) ≤ c(Ω)||f ||H1(R2). (5.47)

Proof. We let

ψ(x) =

∫
R2

K(x− y)f(y)dy,

where K(x) = 1
2π ln( 1

|x|). Then we know that

−∆ψ = f

on R2. By Theorem 4.3.9 we know that ψ ∈W 2,1(R2) with

||∇2ψ||L1 ≤ c||f ||H1 .

Hence we get from Theorem 5.1.16 that ∇ψ ∈ L2,1(R2) with

||∇ψ||L2,1 ≤ c||f ||H1 .

Using again that ∇ϕ = P (∇ψ|Ω) we can apply Lemma 5.2.2 to conclude the proof of the
Theorem.
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The next theorem is also an improvement of Wente`s inequality. This theorem has recently
been used T. Rivière [48] in his study of Willmore surfaces.

Theorem 5.2.6. Let Ω ⊂ R2 be open with C2-boundary, let a, b be functions such that ∇a ∈
L2,∞(Ω), b ∈W 1,2(Ω) and let ϕ be a solution of

−∆ϕ = {a, b} in Ω,

ϕ = 0 on ∂Ω, (5.48)

then ϕ ∈W 1,2(Ω) and

||∇ϕ||L2(Ω) ≤ c||∇a||L2,∞(Ω)||∇b||L2(Ω). (5.49)

Proof. We �rst prove (5.49) for a, b ∈W 1,2(Ω). Let U ⊃ Ω be smooth and bounded. Moreover
we let ã, b̃ ∈W 1,2

0 (U) be the extensions of a, b and we let ψ be the solution of

−∆ψ = {ã, b̃} in U,

ψ = 0 on ∂U.

Then we he have

||∇ψ||2L2 =−
∫
U
ψ∆ψ

=

∫
U
ψ{ã, b̃}

=

∫
U
ã{ψ, b̃}

=−
∫
U
ã∆Ψ

=

∫
U
∇ã∇Ψ

≤c||∇ã||L2,∞ ||∇Ψ||L2,1

≤c||∇ã||L2,∞ ||∇b̃||L2 ||∇ψ||L2 ,

where we used Lemma 5.1.6, Theorem 5.2.5 and where Ψ is a solution of

−∆Ψ = {ψ, b̃} in U,

Ψ = 0 on ∂U.

Since the extension operator is continuous from W 1,p to W 1,p for every 1 < p < ∞ we can
apply Theorem 5.2.1 to get

||∇ψ||L2(U) ≤ c||∇a||L2,∞(Ω)||∇b||L2(Ω).

Moreover, since

−∆ϕ = −∆ψ in Ω,

ϕ = 0 on ∂Ω,
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we get that

||∇ϕ||L2(Ω) ≤ ||∇ψ||L2(U)

≤ c||∇a||L2,∞(Ω)||∇b||L2(Ω).

This proves (5.49) for a, b ∈W 1,2(Ω).
If we now only have a such that ∇a ∈ L2,∞(Ω) we choose a sequence ak ∈ ∩1≤p<2W

1,p(Ω)
such that ak → a in W 1,p(Ω) for every p < 2 and ||∇ak||L2,∞ ≤ c||a||L2,∞ (note that you
can't �nd a sequence ak ∈W 1,2 with the above properties). Indeed you can just consider the
convolution of a with a sequence of molli�ers which are in L1 and then you can apply Lemma
5.2.3 to get the desired properties. Then we have by (5.49) that the solution ϕk of

−∆ϕk = {ak, b} in Ω,

ϕk = 0 on ∂Ω,

is bounded in W 1,2(Ω) and therefore we have that ϕk → η weakly in W 1,2(Ω) with

||∇η||L2 ≤ c||∇a||L2,∞ ||∇b||L2 .

Additionally, since {ak, b} = ∂x(ak∂yb)− ∂y(ak∂xb), we have that

{ak, b} → {a, b}

in W−1,p for every 1 ≤ p < 2 and therefore

ϕk → ϕ

inW 1,p for every 1 ≤ p < 2. This shows that ϕ = η and �nishes the proof of the Theorem.



Chapter 6

Regularity of geometric variational

problems

This chapter addresses the regularity of critical points of two-dimensional, conformally invari-
ant variational integrals. The case of harmonic maps was settled by Hélein [26], whereas the
general result including surfaces of prescribed, variable mean curvature is due to T. Rivière
[46]. It is his proof that is presented here.

6.1 Gauge transformations

Lemma 6.1.1. Let Ω ⊂ Rn be a bounded domain of class C2. Then for any ω ∈W 1,2(Ω,Λ1)
we have the identity

∫
Ω

(|dω|2 + |d∗ω|2−|Dω|2) =

∫
∂Ω

(
h(ω>, ω>) +H|ω(ν)|2 +d(ω(ν))(ω>) +ω(ν)d∗>ω

>
)
. (6.1)

Here h, H denote the second fundamental form and mean curvature of ∂Ω with respect to the

inner normal ν, and ω> is the projection of ω to T (∂Ω) using Λ1(Rn) ∼= Rn.

Proof. For a one-form ω, the exterior derivative and the divergence are given by

dω =
∑

1≤i<j≤n
(∂iωj − ∂jωi)dxi ∧ dxj and d∗ω =

n∑
i=1

∂iωi.

|dω|2 =
1

2

n∑
i,j=1

(∂iωj − ∂jωi)2.

79
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We note that d∗ is formally L2 adjoint to the derivative d on functions. We compute

|Dω|2 =

n∑
i,j=1

(∂iωj)
2,

|dω|2 =
1

2

n∑
i,j=1

(∂iωj − ∂jωi)2 =
n∑

i,j=1

(∂iωj)
2 −

n∑
i,j=1

∂j(ωi∂iωj) +
n∑

i,j=1

ωi ∂
2
jiωj ,

|d∗ω|2 =
n∑

i,j=1

(∂iωi)(∂jωj) =
n∑

i,j=1

∂i(ωi∂jωj)−
n∑

i,j=1

ωi ∂
2
ijωj

Combining and integrating by parts we obtain, recalling that ν denotes the inner unit normal,∫
Ω

(|dω|2 + |d∗ω|2 − |Dω|2) =

∫
∂Ω

(
(Dωω)(ν) + ω(ν)d∗ω

)
dµ.

For given p ∈ ∂Ω, we now choose a local tangent frame τ1, . . . , τn−1, such that at p

Dτατβ = h(τα, τβ)ν, and hence Dταν = −
n−1∑
β=1

h(τα, τβ)τβ.

Furthermore, we extend ν such that Dνν = 0 at p. Then we have at that point p

(Dωω)(ν) = ∂ω(ω(ν))−
n−1∑
α=1

ω(τα)ω(Dταν)

= ∂ω(ω(ν)) +

n−1∑
α,β=1

h(τα, τβ)ω(τα)ω(τα)

= ∂ω(ω(ν)) + h(ω>, ω>),

Secondly, we get

d∗ω = −(Dταω)(τα)− (Dνω)(ν)

= −∂τα(ω>(τα)) + ω(Dτατα)− ∂ν(ω(ν))

= d∗>ω
> +Hω(ν)− ∂ν(ω(ν)).

Here ω> is the pullback to ∂Ω by the inclusion map, d∗> is the intrinsic divergence on ∂Ω. We
used that the at p. Combining we �nd

(Dωω)(ν) + ω(ν)d∗ω = h(ω>, ω>) +Hω(ν)2

+
n−1∑
α=1

ω(τα)∂τα(ω(ν)) + ω(ν)d∗>ω
>

= h(ω>, ω>) +Hω(ν)2 + d(ω(ν))(ω>) + ω(ν)d∗>ω
>.

The claim of the lemma follows by integrating.
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In this section we prove an existence result for Coulomb gauges due to Uhlenbeck [62]. The
issue is to construct a preferred gauge for a connection on a vector bundle over a Riemannian
manifold. More precisely the theorem deals with a local situation B × Rm, where B is the
unit ball in Rn and the Rm factor represents the coordinates with respect to a given frame.
A connection is then given by a matrix-valued one-form A = Ai(x) dxi with Ai(x) ∈ Rm×m.
It induces a notion of parallel vector �elds along curves γ : [a, b] → B by the linear ordinary
di�erential equation

∇Av
dt

= v′ +A(γ′) v = 0 where v : [a, b]→ Rm. (6.2)

We should really write (A ◦ γ)(γ′), however it is customary to omit the basepoint. The
connection is often denoted by its local form ∇A = d + A. For simplicity we restrict to SOm

bundles; this means that the bundle is oriented and carries a Riemannian metric. The Rm
factor represents the coordinates with respect to some oriented orthonormal frame, thus the
bundle metric becomes the standard scalar product 〈·, ·〉. The connections are required to be
compatible in the sense of the product rule, for any vector �elds φ, ψ along γ,

d

dt
〈v, w〉 =

〈∇Av
dt

, w
〉

+
〈
v,
∇Aw
dt

〉
⇔

〈
A(γ′) ei, ej

〉
+
〈
ei, A(γ′) ej

〉
= 0.

Thus A is an som-valued one-form. Any oriented orthonormal frame F = {v1, . . . , vm} over
B induces new coordinates vF , such that v = PvF for some P : B → SOm. It follows that(∇Av

dt

)
F

= P−1∇A
dt

(PvF )

= P−1(PvF )′ + P−1A(γ′)PvF

= v′F +
(
P−1dP (γ′) + P−1A(γ′)P

)
vF .

The map P : B → SOm is called a gauge transformation, and the one-form P−1dP +P−1AP
is the transformed connection. The group of gauge transformations acts isometrically on the
space of connections with respect to the L2 distance

dist(∇A,∇B)2 =

∫
B
|∇A −∇B|2 dx =

∫
B
|A−B|2 dx.

In fact we have∫
B
|P−1∇AP − P−1∇BP |2 dx =

∫
B
|P−1(∇A −∇B)P |2 dx =

∫
B
|∇A −∇B|2 dx.

It is therefore natural to ask whether any gauge orbit contains an element which minimizes
the distance to the trivial connection d = ∇0. If ∇A is the desired minimizer, then we get by
chosing P = exp(tχ) with χ : B → som

0 =
1

2

d

dt

∫
B
|e−tχd(etχ) + e−tχAetχ| dx|t=0 =

∫
B
〈A, dχ〉.

This means that the minimizer is a weak solution to the equations

d ∗A = 0 in B, νxA = 0 on ∂B.

These are called the Coulomb or Hodge gauge conditions. The following result is due to
Uhlenbeck [62].
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Theorem 6.1.2. Let A0 ∈ L2(B,Λ1⊗som) be a connection on B = {x ∈ Rn : |x| < 1}. Then
there exists a gauge transformation P ∈ W 1,2(B, SOm), such that A = P−1dP + P−1A0P ∈
L2(B,Λ1 ⊗ som) has the following properties:

(1) A solves the system d∗A = 0 in B, νxA = 0 on ∂B.

(2) ‖dP‖L2(B) + ‖A‖L2(B) ≤ C‖A0‖L2(B).

(3) There is a ξ ∈W 1,2(B,Λ2 ⊗ som) with i∗∂B(d ∗ ξ) = 0 on ∂B, such that

d∗ξ = A and ‖ξ‖W 1,2(B) ≤ C‖A‖L2(B).

Proof. As outlined we consider a minimizing sequence Pk ∈W 1,2(B, SOm) for the functional

E(P ) =

∫
B
|P−1dP + P−1A0P |2 dx =

∫
B
|dP +A0P |2 dx. (6.3)

We have the inequality

E(P ) ≥ (1− ε)
∫
B
|dP |2 dx− Cε

∫
B
|A0|2. (6.4)

Moreover |Pk| = n, thus we can assume Pk → P ∈ W 1,2(B, SOm) weakly in W 1,2, strongly
in L2 and pointwise almost everywhere. As |A0Pk| = |A0| we get A0Pk → A0P in L2(B) by
Vitali's convergence theorem. Thus the in�mum is attained by P , and

E(P ) ≤ lim inf
k→∞

E(Pk) ≤ E(Id) =

∫
B
|A0|2.

Put A = P−1dP + P−1A0P . Then ‖A‖L2(B) ≤ ‖A0‖L2(B) by the minimizing property, and
from dP = PA−A0P we see that

‖dP‖L2(B) ≤ ‖A‖L2(B) + ‖A0‖L2(B) ≤ 2‖A0‖L2(B).

Moeoever, as explained above, A satis�es the weak Hodge gauge conditions∫
B
〈dχ,A〉 dx = 0 for all smooth χ : B → som.

To show claim (3) we employ linear Hodge theory. By Lemma 3.3.1 in Chapter 3 there exists
a form ξ ∈W 1,2(B,Λ2) such that

A = d∗ξ where

∫
∂B
∗(νxξ) = 0 and ‖ξ‖W 1,2(B) ≤ ‖A‖L2(B).

Our proof in Chapter 3 was only in two dimensions, but its generalization is straightforward.
For any smooth χ : B → som we compute by partial integration∫

B
〈dχ,A〉 dx =

∫
B
dχ ∧ ∗d∗ξ

= (−1)n
∫
B
dχ ∧ d∗ ξ

= (−1)n
∫
∂B
χ i∗∂B(d ∗ ξ).

The weak version of the Hodge gauge condition (1) implies i∗∂B(d ∗ ξ) = 0.
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In dimension n = 2 we get ξ = 0 on the boundary. Namely for ξ = ξ0 dx
1 ∧ dx2 we have

d ∗ ξ = dξ0, and the normalization becomes
∫
∂B ξ0 dθ = 0. The presented gauge theorem is

weak in the sense that no additional regularity of P and A is asserted. It is possible that P has
singularities which change the topological type of the bundle. In dimensions n ≤ 4 Uhlenbeck
proved a stronger version where P is estimated in W 2,2, and accordingly A in W 1,2. These
estimates depend on a smallness assumption for the L2 norm of the curvature F = dA+A∧A.
For n ≤ 3 the smallness threshold can always be achieved by scaling, whereas in the critical
dimension n = 4 it is a necessary, nontrivial condition.

6.2 Equations of the form ∆u = Ω∇u
Let B ⊂ R2 be the unit ball in R2. In this section we study the regularity properties of
solutions of elliptic systems of the form

−∆u = Ω∇u, (6.5)

where u ∈ W 1,2(B,Rm) and Ω ∈ L2(B, so(m) ⊗ ∧1R2). Before coming to the detailed study
let us give some examples for systems of the type (6.5).

1) From (??) we see that harmonic maps into spheres satisfy an equation of the form (6.5)
with (Ωij) = (ui∇uj − uj∇ui) ∈ L2(B, so(m)⊗ ∧1R2).

2) It is easy to see that surfaces with prescribed mean curvatureH ∈ L∞(R3) (i.e. solutions
of (??)) solve a system of the form (6.5) with

Ω = −2H(u)

 0 ∇⊥u3 −∇⊥u2

−∇⊥u3 0 ∇⊥u1

∇⊥u2 −∇⊥u1 0

 ∈ L2(B, so(3)⊗ ∧1R2).

3) Harmonic maps into general target manifolds.
Here we let u ∈ W 1,2(B,N), where N ↪→ Rm is a smooth and compact Riemannian
manifold without boundary. Then we know from the discussions in chapter 2 that
harmonic maps into N are critical points of the functional

E(u) =
1

2

∫
B
|∇u|2dvg.

To compute the critical points of E we let ϕ ∈ C1
c (B,Rm) with ϕ(x) ∈ Tu(x)N for all

x ∈ B. Then we compute

0 =
d

dt
|t=0E(u+ tϕ)

= −
∫
B

∆uϕ.

Since this is true for all such ϕ we know that

∆u ⊥ TuN.
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Therefore if we let {νn+1, . . . , νm} be a smooth local orthonormal frame for the normal
bundle near u(x) we can write

∆u(x) =
m∑

i=n+1

λi(x)νi(u(x)),

where the λi are scalar functions. Using the fact that 〈∇u, νi(u)〉 = 0 for every i ∈
{n+ 1, . . . ,m} we get

λi =〈∆u, νi(u)〉
= div〈∇u, νi(u)〉 − 〈∇ju, (dkνi)(u)∇juk〉

and hence

∆u =
∑
i

λiνi(u)

=−
m∑

i=n+1

m∑
k=1

2∑
j=1

〈∇ju, (dkνi)(u)∇juk〉νi(u)

=−A(u)(∇u,∇u).

Moreover, using the de�nition of A, we see that (using that
∑

k∇ukνki (u) = 0 for every
i)

∆us =−
∑
i,k

〈∇u, (dkνi)(u)∇uk〉νsi (u)

=−
∑
i,k,l

∇uk(νsi (u)(dkνi)
l(u)∇ul − νki (u)(dsνi)

l(u)∇ul),

and hence u solves an equation of the form (6.5) with

(Ωsk) = (
∑
i,l

(νsi (u)(dkνi)
l(u)∇ul − νki (u)(dsνi)

l(u)∇ul)) ∈ L2(B, so(m)⊗ ∧1R2).

4) Conformally invariant variational problems.
We consider the functional

Eω(u) =
1

2

∫
B

(|∇u|2 + ω(u)(∂xu, ∂yu))dx,

where ω is a C1 two-form on Rm such that the L∞-norm of dω is bounded. By Theorem
2.4.1 we see that every conformally invariant energy in two-dimensions can be written
in this way. The Euler-Lagrange equation of Eω can easily be computed to be

∆ui +Ai(u)(∇u,∇u) + λijl(u)∂xu
j∂ly = 0,

where λijl(u) = dω(u)(ei, ej , el) and where {ei}{i=1,...,m} is the standard basis of Rm.
Using that λijl = −λjil we calculate

λijl(u)∂xu
j∂ly =

1

4
(λijl(u)− λjil(u))∇⊥ul∇uj .
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Combining this with the result of 3) we see that the Euler-Lagrange equation of every
conformally invariant energy in two dimensions can be written in the form (6.5) with

Ωsk =
∑
i,l

(νsi (u)(dkνi)
l(u)∇ul − νki (u)(dsνi)

l(u)∇ul)

−
∑
l

1

4
(λskl(u)− λksl(u))∇⊥ul

∈L2(B, so(m)⊗ ∧1R2).

After having collected all these examples of systems of the type (6.5) we now state the main
Theorem of this chapter. This Theorem was only recently proved by Tristan Rivière [46] (see
also [34], [47] and [60] for related results).

Theorem 6.2.1. Let u ∈W 1,2(B,Rm) be a solution of (6.5) with Ω ∈ L2(B, so(m)⊗∧1R2).
Then u is continuous and therefore by Theorem ?? as smooth as the data permits.

Proof. The Theorem will be proved in three steps.
Step 1:

Lemma 6.2.2. Let m ∈ N and Ω ∈ L2(B, so(m)⊗∧1R2). Let A ∈ L∞∩W 1,2(B,M(m)) and
B ∈W 1,2(B,M(m)) be solutions of

∇A−AΩ = ∇⊥B. (6.6)

Then u ∈W 1,2(B,Rm) is a solution of (6.5) with Ω i�

div(A∇u+B∇⊥u) = 0. (6.7)

Proof. By a direct calculation (using that div∇⊥ = 0 and ∇u∇⊥v = −∇⊥u∇v) and using
(6.6) we get

div(A∇u+B∇⊥u) =(∇A−∇⊥B)∇u+A∆u

=A(∆u+ Ω∇u).

This proves the Lemma.

Step 2:

Lemma 6.2.3. There exists ε > 0, c > 0 such that for every Ω ∈ L2(B, so(m)⊗ ∧1R2) with∫
B
|Ω|2dx < ε, (6.8)

there exist A ∈ L∞ ∩W 1,2(B,Gl(m)) and B ∈W 1,2(B,M(m)) satisfying∫
B

(|∇A|2 + |∇B|2)dx+ ||dist(A,SO(n))||2L∞ ≤ c
∫
B
|Ω|2 and (6.9)

∇A−AΩ−∇⊥B = 0. (6.10)
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Proof. For Ω ∈ L2(B, so(m) ⊗ ∧1R2) with
∫
B |Ω|

2dx < ε we apply Theorem ?? to get the
existence of P ∈W 1,2(B,SO(m)) and ξ ∈W 1,2(B, so(m)) such that ξ = 0 on ∂B,

∇⊥ξ = P−1∇P + P−1ΩP. (6.11)

and

||ξ||W 1,2 + ||∇P ||L2 + ||∇P−1||L2 ≤ c||Ω||L2 . (6.12)

Claim 1: There exist Â ∈W 1,2 ∩ L∞(B,M(m)) and B ∈W 1,2(B,M(m)) solving

∆Â = ∇Â∇⊥ξ +∇⊥B∇P in B, (6.13)

∆B = −∇⊥Â∇P−1 − div(Â∇ξP−1 +∇ξP−1) in B, (6.14)

∂Â

∂ν
= 0 and B = 0 on ∂B, (6.15)∫

B
Â = 0. (6.16)

To prove this claim we apply Theorem ?? (combined with remark ??) and standard L2-theory
to get

||Â||W 1,2 + ||Â||L∞ ≤ c||∇ξ||L2 ||∇Â||L2 + c||∇P ||L2 ||∇B||L2 and (6.17)

||B||W 1,2 ≤ c||∇P−1||L2 ||∇Â||L2 + c||∇ξ||L2 ||Â||L∞ + c||∇ξ||L2 . (6.18)

Using (6.12) and choosing ε small enough we combine (6.17) and (6.18) to get

||Â||W 1,2 + ||Â||L∞ + ||B||W 1,2 ≤ c||Ω||L2 . (6.19)

The existence of the desired solution of (6.13)-(6.16) (and hence the proof of Claim 1) now
follows from a standard �xed-point argument.
Next we de�ne Ã = Â+ id and we see from (6.13)-(6.16) that Ã and B solve

∆Ã = ∇Ã∇⊥ξ +∇⊥B∇P in B, (6.20)

∆B = −∇⊥Ã∇P−1 − div(Ã∇ξP−1) in B, (6.21)

∂Ã

∂ν
= 0 and B = 0 on ∂B, (6.22)∫

B
Ã = |B|. (6.23)

Moreover we get from (6.19) that

||∇Ã||L2 + ||dist(Ã, SO(m))||L∞ + ||B||W 1,2 ≤ c||Ω||L2 . (6.24)

Now it is easy to see that (6.20) can be rewritten as

div(∇Ã− Ã∇⊥ξ −∇⊥BP ) = 0 (6.25)

and hence, by Lemma ??, there exists C ∈W 1,2(B,M(m)⊗ ∧1R2) such that

∇Ã− Ã∇⊥ξ −∇⊥BP = ∇⊥C. (6.26)
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Since by (6.22) and the de�nition of ξ we have

(∇Ã− Ã∇⊥ξ −∇⊥BP ) · ν =
∂Ã

∂ν
− Ã∇⊥ξ · ν −∇⊥BP · ν

=0

on ∂B we can moreover assume that C = 0 on ∂B. Using a rotation by π
2 (one can also view

∇⊥ as ?d and then the rotation by π
2 is just another application of ?) we see that (6.26) is

equivalent to

−∇CP−1 = ∇⊥ÃP−1 + Ã∇ξP−1 +∇B,

and hence, using (6.21), we calculate

−div(∇CP−1) = ∇⊥Ã∇P−1 + div(Ã∇ξP−1) + ∆B

= 0. (6.27)

Claim 2: Every solution C of (6.27) with C = 0 on ∂B vanishes identically.
To see this we apply again Lemma ?? and get the existence of D ∈ W 1,2(B,M(m) ⊗ ∧1R2)
such that

∇⊥D = ∇CP−1. (6.28)

Since C = 0 on ∂B we easily see that ∂D
∂ν = 0 on ∂B and we can also assume that

∫
BD = 0.

Hence C and D solve

∆C = ∇⊥D∇P in B, (6.29)

∆D = ∇C∇⊥P−1 in B, (6.30)

C = 0 and
∂D

∂ν
= 0 on ∂B, (6.31)∫

B
D = 0. (6.32)

From this we see that we can apply Theorem ?? for (6.29) and (6.30) (in this case combined
with remark ??) to get

||∇C||L2 + ||∇D||L2 ≤ c(||∇P ||L2 ||∇D||L2 + ||∇P−1||L2 ||∇C||L2). (6.33)

By choosing ε small enough we get from (6.12) that C = D = 0 and this shows the claim.
From (6.26) we now see that Ã and B solve

∇Ã− Ã∇⊥ξ −∇⊥BP = 0. (6.34)

De�ning A = ÃP−1 we see that

||∇A||L2 + ||dist(A,SO(m))||L∞ ≤ c(||∇Ã||L2 + ||Ã||L∞ ||∇P−1||L2 + ||dist(Ã, SO(m))||L∞)

≤ c||Ω||L2 , (6.35)
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where we used (6.12) and (6.24). Moreover we use (6.11) and (6.34) to calculate

0 = ∇Ã− Ã∇⊥ξ −∇⊥BP = ∇AP +A∇P −AP∇⊥ξ −∇⊥BP
= A∇P −A∇P + (∇A−AΩ−∇⊥B)P

and therefore

∇A−AΩ−∇⊥B = 0. (6.36)

This �nishes the proof of the Lemma.

Step 3:
For every point x ∈ B we choose a radius rx > 0 such that

∫
Brx (x) |Ω|

2 < ε, where ε is the

same as in Lemma 6.2.3. In the following we write Brx(x) = B. Then we can apply Lemma
6.2.3 to get the existence of A and B solving (6.6). Hence we can apply Lemma 6.2.2 to see
that

div(A∇u) = ∇B∇⊥u = −∇⊥B∇u and (6.37)

∇⊥(A∇u) = ∇⊥A∇u. (6.38)

Now we apply Lemma ?? to get the existence of α ∈W 1,2(B,Rm) and β ∈W 1,2(B,Rm⊗∧1R2)
such that

A∇u = ∇α+∇⊥β. (6.39)

Using (6.37) we see that α solves

∆α = div(A∇u) = −∇⊥B∇u. (6.40)

Now we denote by u the mean value of u on B 1
2
and let ũ ∈ W 1,2

0 (R2,Rm) be the extension

with compact support of u − u. Then we have that ∇ũ = ∇u on B 1
2
. Moreover we use

Poincare's inequality to get

||∇ũ||L2(R2) ≤ c||u− u||W 1,2(B 1
2

) ≤ c||∇u||L2(B).

We extend B in the same way and denote the resulting map by B̃ ∈ W 1,2
0 (R2,M(m)). Then

we let α̃ be the solution of

∆α̃ = −∇⊥B̃∇ũ (6.41)

on R2. Since by Corollary ?? −∇⊥B̃∇ũ ∈ H1(R2) with

|| − ∇⊥B̃∇ũ||H1(R2) ≤ c||∇B||L2(B)||∇u||L2(B)

we can apply Theorem 4.3.9 to get that α̃ ∈W 2,1(R2). Since

∆(α− α̃) = 0

on B 1
2
we get that α ∈ W 2,1(B 1

4
) (harmonic functions are smooth). Next we observe that β

solves

∆β = ∇⊥A∇u (6.42)
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and hence we can argue as before to get that β ∈ W 2,1(B 1
4
). Therefore we see from (6.39)

that

A∇u ∈W 1,1(B 1
4
) (6.43)

and therefore (using (6.9))

∇u ∈W 1,1(B 1
4
) or u ∈W 2,1(B 1

4
). (6.44)

Combining this with Corollary ?? we �nish the proof of the Theorem.

With the following counterexamples of Frehse [17] we show that one can not drop the
condition that Ω has to be antisymmetric.

Remark 6.2.4. Let u = (u1, u2) ∈W 1,2(B,S1 ⊂ R2) be de�ned by

u1(x) = sin ln ln
2

|x|
,

u2(x) = cos ln ln
2

|x|

then it is easy to check that u solves the elliptic system −∆u = Ω∇u with

Ω =

(
(u1 + u2)∇u1 (u1 + u2)∇u2

(u2 − u1)∇u1 (u2 − u1)∇u2

)
.

So in this case Ω is not antisymmetric and u is bounded but not continuous.

For u ∈W 1,2(B,R2) given by

u1(x) = ln ln
2

|x|
,

u2(x) = ln ln
2

|x|

we have that u solves the elliptic system −∆u = Ω∇u with

Ω =

(
∇u1 0

0 ∇u2

)
.

Here we even don`t have that u is bounded.



90 CHAPTER 6. REGULARITY OF GEOMETRIC VARIATIONAL PROBLEMS



Bibliography

[1] L. Almeida. The regularity problem for generalized harmonic maps into homogeneous
spaces. Calc. Var., 3:193�242, 1995.

[2] H.W. Alt. Lineare Funktionalanalysis. Springer-Verlag, Berlin, 1992.

[3] F. Béthuel. On the singular set of stationary harmonic maps. Manucripta Math., 78:417�
443, 1993.

[4] J. Bourgain and H. Brezis. New estimates for elliptic equations and Hodge type systems.
J. Eur. Math. Soc., 9:277�315, 2007.

[5] H. Brezis and J.-M. Coron. Multiple solutions of H-systems and Rellich`s conjecture.
Comm. Pure Appl. Math., 37:149�187, 1984.

[6] H. Brezis and J. van Schaftingen. Boundary estimates for elliptic systems with L1-data.
Calc. Var., 30:369�388, 2007.

[7] A. P. Calderon and A. Zygmund. On the existence of certain singular integrals. Acta

Math., 88:85�139, 1952.

[8] A. Chang, L. Wang, and P. Yang. A regularity theory of harmonic maps. Comm. Pure

Appl. Math., 52:1099�1111, 1999.

[9] Y. Chen. The weak solutions to the evolution problems of harmonic maps. Math. Z.,
201:69�74, 1989.

[10] R. Coifman, P.-L. Lions, Y. Meyer, and S. Semmes. Compensated compactness and
Hardy spaces. J. Math. Pures Appl., 72:247�286, 1993.

[11] K. Deimling. Nonlinear functional analysis. Springer Verlag, Berlin, 1985.

[12] U. Dierkes, S. Hildebrandt, A. Küster and O. Wohlrab. Minimal Surfaces I, II. Springer
Verlag, Berlin Heidelberg 1992.

[13] L. C. Evans. Partial regularity for stationary harmonic maps into spheres. Arch. Rat.

Mech. Anal., 116:101�163, 1991.

[14] L. C. Evans and R. F. Gariepy Measure theory and �ne properties of functions CRC
Press, Boca Raton 1992.

[15] C. Fe�erman and E. Stein. Hp spaces of several variables. Acta Math., 129:137�193,
1972.

91



92 BIBLIOGRAPHY

[16] I. Fonseca and W. Gangbo. Degree theory in analysis and applications. Oxford Lecture
Series in Mathematics and its Applications, Oxford University Press, New York, 1995.

[17] J. Frehse. A discontinuous solution to a mildly nonlinear elliptic system. Math. Z.,
134:229�230, 1973.

[18] Y. Ge. A remark on generalized harmonic maps into spheres. Nonlinear Anal., 36:495�
506, 1999.

[19] M. Giaquinta and S. Hildebrandt. Calculus of variations I. Springer Verlag, Berlin, 1996.

[20] M. Giaquinta and L. Martinazzi. An introduction to the regularity theory for elliptic

systems, harmonic maps and minimal graphs. Lecture Notes, SNS Pisa. Edizioni della
Normale, Pisa, 2005.

[21] D. Gilbarg and N.S. Trudinger. Elliptic partial di�erential equations of second order.
Classics in Mathematics. Springer Verlag, Berlin, 2 edition, 2001.

[22] E. Giusti. Minimal surfaces and functions of bounded variation. volume 80 of Monographs
in Mathematics. Birkhäuser Verlag, Basel, 1984.

[23] L. Grafakos. Classical Fourier analysis. Springer Graduate Texts in Mathematics 249,
Springer Science, 2008.

[24] M. Grüter. Regularity of weak H-surfaces. J. Reine Angew. Math., 329:1�15.

[25] M. Grüter. Conformally invariant variational integrals and the removability of isolated
singularities. Manuscripta Math., 47:85�104, 1984.

[26] F. Hélein. Régularité des applications faiblement harmoniques entre une surface et une
sphère. C. R. Acad. Sci. Paris Sér. I Math., 312:519�524, 1990.

[27] F. Hélein. Regularity of weakly harmonic maps from a surface into a manifolds with
symmetries. Manuscripta Math., 70:203�218, 1991.

[28] F. Hélein. Régularité des applications faiblement harmoniques entre une surface et une
variété riemannienne. C. R. Acad. Sci. Paris Sér. I Math., 312:591�596, 1991.

[29] F. Hélein. Harmonic maps, conservation laws and moving frames, volume 150 of Cam-

bridge Tracts in Mathematics. Cambridge University Press, Cambridge, 2002.

[30] S. Hildebrandt and K.-O. Widman Some regularity results for quasilinear elliptic systems
of second order. Math. Z., 142:67�86, 1975.

[31] W. V. D. Hodge. A Dirichlet problem for a harmonic functional. Proc. London Math.

Soc., 2:257�303, 1933.

[32] H. Hopf. Lectures on di�erential geometry in the large, Stanford University 1956. Lecture
notes in mathematics 1000, Springer Verlag, Heidelberg, 1983.

[33] J. Jost. Two-dimensional geometric variational problems. John Wiley and Sons, Chich-
ester, 1991.



BIBLIOGRAPHY 93

[34] T. Lamm and T. Rivière. Conservation laws for fourth order systems in four dimensions.
Preprint, 2006 (to appear in Comm. PDE).

[35] F. Lin. A remark on the map x/|x|. C.R. Acad. Sci. Paris Ser. I Math 305:529�531,
1987.

[36] J. Maly. Advanced theory of di�erentiation - Lorentz spaces. Preprint.

[37] C. B. Morrey. The problem of Plateau in a Riemannian manifold. Ann. of Math. ,
49:807�851, 1948.

[38] C. Morrey. Multiple integrals in the calculus of variations, volume 130 of Grundlehren
der mathematischen Wissenschaften. Springer, New York, 1966.

[39] S. Müller. Higher integrability of determinants and weak convergence in L1. J. Reine

Angew. Math., 412:20�34, 1990.

[40] F. Murat. Compacité par compensation. Ann. Scuola Norm. Sup. Pisa 5:485�507, 1978.

[41] L. Nirenberg. Topics in nonlinear functional analysis. Courant Lecture Notes in Mathe-
matics, American Mathematical Society, Providence, R.I., 2001.

[42] E. Noether. Invariante Variationsprobleme. Nachr. Akad. Wiss. Göttingen , 1918, 235�
257.

[43] P. J. Olver. Applications of Lie groups to di�erential equations. Springer-Verlag New
York, 2nd ed., 1993.

[44] S. Poornima. An embedding theorem for the Sobolev space W 1,1. Bull. Sc. Math.,
107:253�259, 1983.

[45] T. Rivière. Everywhere discontinuous harmonic maps onto spheres. Acta Math., 175:197�
226, 1995.

[46] T. Rivière. Conservation laws for conformally invariant variational problems. Invent.

Math., 168:1�22, 2007.

[47] T. Rivière and M. Struwe. Partial regularity for harmonic maps, and related problems.
Preprint, 2006 (to appear in Comm. Pure and Appl. Math.).

[48] T. Rivière. Analysis aspects of Willmore surfaces. Preprint, 2007.

[49] M. Ruzicka. Nichtlineare Funktionalanalysis. Springer, Berlin, 2004.

[50] R. Schoen. Analytic aspects of the harmonic map problem. Seminar on nonlinear partial

di�erential equations (Berkeley, Calif., 1983). Math. Sci. Res. Inst. Publ. 2, Springer
Verlag, New York, 1984.

[51] R. Schoen and K. Uhlenbeck. A regularity theory for harmonic maps. em J. Di�erential
Geom. 17:307�335. 1982.

[52] S. Semmes. A primer on Hardy spaces, and some remarks on a theorem of Evans and
Müller. Comm. Partial Di�erential Equations, 19:277-319, 1994.



94 BIBLIOGRAPHY

[53] J. Shatah. Weak solutions and development of singularities of the SU(2) σ-model. Comm.

Pure Appl. Math., 41:459�469, 1988.

[54] K. Ste�en. Isoperimetric inequalities and the problem of Plateau. Math. Ann., 222:97�
144, 1976.

[55] E. M. Stein. Note on the class L logL. Studia Mathematica, 32:305�310, 1969.

[56] E. M. Stein. Singular integrals and di�erentiability properties of functions, volume 30 of
Princeton Mathematical Series. Princeton University Press, 1970.

[57] E. M. Stein. Harmonic analysis, volume 43 of Princeton Mathematical Series. Princeton
University Press, 1993.

[58] E. M. Stein and G. Weiss. Introduction to Fourier analysis on euclidean spaces, volume 32
of Princeton Mathematical Series. Princeton University Press, 1971.

[59] M. Struwe. Variational Methods, volume 34 of Ergebnisse der Mathematik und ihrer

Grenzgebiete. Springer Verlag, Berlin, third edition, 2000.

[60] M. Struwe. Partial regularity for biharmonic maps, revisited. Preprint, 2007.

[61] L.C. Tartar. The compensated compactness method applied to systems of conservation

laws, in Systems of nonlinear partial di�erential equations. Proc. NATO Advanced Study
Inst. 111:263-285, Oxford 1982, Reidel, Dordrecht 1983.

[62] K. Uhlenbeck. Connections with Lp bounds on curvature. Commun. Math. Phys., 83:31�
42, 1982.

[63] L. Wang. A geometric approach to the Calderon-Zygmund estimates. Acta Math. Sin.,
19:381�396, 2003.

[64] K. Wehrheim. Uhlenbeck compactness, EMS Series of Lectures in Mathematics European
Mathematical Society (EMS), Zürich, 2004.

[65] H. Wente. An existence theorem for surfaces of constant mean curvature. J. Math. Anal.

Appl., 26:318�344, 1969.

[66] M. Wiegner. über die Regularität schwacher Lösungen gewisser elliptischer Systeme.
Manuscripta Math. , 15:365�384, 1975.

[67] W. Ziemer. Weakly di�erentiable functions, volume 120 ofGraduate Texts in Mathematics.
Springer-Verlag, New York, 1989.


