
Geometric Measure Theory

Ernst Kuwert, University of Freiburg

Course, Summer Term 2023





Contents

1 Introduction 5

2 Measure theory in metric spaces 9

3 Hausdor� measure 19

4 Covering theorems 25

5 Di�erentiation of Radon measures 33

6 The Riesz representation theorem 41

7 Lipschitz functions 53

8 The area formula 57

9 Recti�able sets 63

10 Varifolds 73

11 The �rst variation 81

3





Chapter 1

Introduction

The rough idea of Geometric Measure Theory (GMT) is to model surfaces in Euclidean spaces
by measures. From the Analysis course or from Di�erential Geometry, we already know two
ways to describe surfaces:

• a parametrized surface of dimension n in Rn+k is an immersion f ∈ C1(U,Rn+k) where
U ⊂ Rn is an open parameter domain.

• a C1 submanifold of dimension n in Rn+k is a subset M with the following property:
for any p ∈M there is an open neighborhood W and a di�eomorphism φ : W → φ(W ),
such that φ(M ∩W ) = (Rn × {0}) ∩ φ(W ).

These concepts are de�nitively very useful. However, in Geometric Calculus of Variations we
are dealing with sequences Σi of surfaces. For instance, in the classical Plateau problem we
want to minimize the area among surfaces Σ having a given boundary ∂Σ = Γ. The approach
is to choose a minimizing sequence Σi, i.e. the areas of the Σi converge to the in�mum. The
goal is obtain the minimizing surface Σ as the limit of the Σi. In situations of this type, the
above concepts are of limited use.

For submanifolds Mi ⊂ Rn+k the data, i.e. the covering by open sets W and the di�eo-
morphisms φ, can degenerate in many ways along the sequence. For instance, the open sets
W may shrink or the di�eomorphsms may lose their rank etc. This concept is really inappro-
priate when dealing with sequences.

The concept of parametrized surfaces is somewhat better, at least if we consider immersions
fi : U → Rn+k from a �xed parameter domain, since then we can ask about the convergence
of the functions fi. However this also leads to serious di�culties:

• If the immersions fi were uniformly Lipschitz, then we could apply the Arzela-Ascoli
theorem to get a Lipschitz limit. But in problems of interest, like for example in the
Plateau problem, we only have a bound for the total area, and this does not give us
any pointwise control. In fact a minimizing sequence for the Plateau problem could get
really wild, forming many thin tentacles and so on.

• By invariance of the area under reparametrization, there is the possibility of degeneration
due to bad parametrizations, even if all fi just describe one nice �xed surface. There are
concepts to handle this by choosing a preferred parametrization, e.g. a parametrization
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by arclength for curves or a conformal parametrization for two-dimensional surfaces.
Also in higher dimensions there are situations where a particular parametrization plays
a role, for example if the surfaces are graphs. However in general there is no special
parametrization and this poses a problem for the concept.

By contrast the space of measures has a simple and general compactness property. Let µi be
a sequence of Radon measures on Rn+k such that supi∈N µi(U) <∞ for all U ⊂⊂ Rn+k. Then
a subsequence converges to a Radon measure µ, in the sense that∫

Rn+k
ϕdµ = lim

i→∞

∫
Rn+k

ϕdµi for all ϕ ∈ C0
c (Rn+k).

This suggests to model surfaces in Rn+k just by Radon measures, but this notion is too general.
We want to have concepts which still capture some geometry. The above interprets Radon
measures as nonnegative linear functionals on C0

c (Rn+k). We now list three main concepts of
GMT, using in each case a description as linear functionals:

Varifolds (Almgren, Allard)
Let G(n, k) be the set of n-dimensional subspaces of Rn+k. For any n-dimensional, properly
embedded surface Σ one has a functional VΣ acting on functions φ : Rn+k ×G(n, k)→ R by

VΣ(φ) =

∫
Σ
φ(x, TxΣ) dµΣ(x).

This motivates the de�nition of an n-varifold as a nonnegative continuous linear functional V
on C0

c (Rn+k×G(n, k)). Equivalently, V is a Radon measure on Rn+k×G(n, k). This concept
allows to de�ne the �rst variation and a weak notion of mean curvature, in particular one
introduces the class of stationary varifolds generalizing classical minimal surfaces.

Currents (Federer, Fleming)
To any n-dimensional, oriented, properly embedded surface Σ ⊂ Rn+k one associates a func-
tional TΣ acting on di�erential n-forms with compact support by integration, that is

TΣ(ω) =

∫
Σ
ω for all ω ∈ C∞c

(
Rn+k,Λn(Rn+k)

)
.

The space of n-dimensional currents is then de�ned as the set of all continuous linear func-
tionals on that space of di�erential forms. It is easy to de�ne the boundary of an n-current,
one just puts ∂T (η) = T (dη) for all (n − 1)-forms. For regular surfaces Σ, this is consistent
by the theorem of Stokes. A big success of the concept is that it allows to formulate and solve
Plateau's problem.

Caccioppoli sets (Caccioppoli, Di Giorgi)
A Borel set E ⊂ Rn+1 is a Caccioppoli set if its characteristic function χE has locally bounded
variation. This means that for any bounded open set U ⊂ Rn one has

|DχE |(U) := sup
{∫

E
div g(x) dx : spt g ⊂ U, |g| ≤ 1

}
<∞.

The de�nition is motivated by the case when E is a domain of class C1, with inward unit
normal νE and boundary measure µ∂E . Namely then the theorem of Gauÿ implies for g as
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above ∫
E

div g(x) dx = −
∫
∂E
〈g(x), νE(x)〉 dµ∂E(x) ≤ µ∂E(U) <∞.

The concept of Caccioppoli sets is of great importance in phase transitions, where two mate-
rials are separated by a common phase boundary. A classical example is the Stefan problem
modelling the melting of ice in water.

All three concepts lead to a beautiful theory, however we will not be able to cover them
for reasons of time. We decided to focus on varifolds since they are rather general, have many
applications and relate to my own recent work.
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Chapter 2

Measure theory in metric spaces

De�nition 2.1. A measure on X is a function µ : 2X → [0,∞] with µ(∅) = 0, such that

µ(A) ≤
∞∑
i=1

µ(Ai) whenever A ⊂
∞⋃
i=1

Ai. (2.1)

It follows that µ is monotone, that is µ(A) ≤ µ(B) for A ⊂ B, and countably subadditive:

µ
( ∞⋃
i=1

Ai

)
≤
∞∑
i=1

µ(Ai).

Reversely, these two properties imply (2.1). We should mention that µ as above is often called
an outer measure, while by a measure one means a countably additive function on a σ-algebra
which is given a priori. However, in geometry it is convenient to have µ de�ned on all sets.

De�nition 2.2. A set A ⊂ X is µ-measurable if the following holds:

µ(S) ≥ µ(S ∩A) + µ(S\A) for all S ⊂ X. (2.2)

As S is the union of S ∩ A and S\A, we always have µ(S) ≤ µ(S ∩ A) + µ(S\A), and hence
equality if A is measurable. Null sets are measurable: if µ(N) = 0 then

µ(S ∩N) = 0, and µ(S) ≥ µ(S\N) = µ(S ∩N) + µ(S\N).

We will see that the systemM of measurable subsets of X is closed under set operations and
limits. To formulate this one introduces the following basic concept.

De�nition 2.3 (σ-Algebra). A system A ⊂ 2X is a σ-algebra, if the following hold:

(i) X ∈ A

(ii) A ∈ A ⇒ X\A ∈ A

(iii) Ai ∈ A for i = 1, 2, . . . ⇒
⋃∞
i=1Ai ∈ A.

A σ-algebra A is also closed under countable intersections, this follows by writing

∞⋂
i=1

Ai = X\

( ∞⋃
i=1

X\Ai

)
.

Moreover for A,B ∈ A we also have A\B = A ∩ (X\B) ∈ A.

9



10 CHAPTER 2. MEASURE THEORY IN METRIC SPACES

Lemma 2.4. Let A1, A2, . . . , Ak ⊂ X be pairwise disjoint, µ-measurable sets. Then

µ
(
S ∩

k⋃
i=1

Ai
)

=
k∑
i=1

µ(S ∩Ai) for all S ⊂ X.

Proof. This is trivial for k = 1, and for k ≥ 2 we get by induction, as Ak is measurable,

µ
(
S ∩

k⋃
i=1

Ai
)

= µ
(
(S ∩

k⋃
i=1

Ai) ∩Ak
)

+ µ
(
(S ∩

k⋃
i=1

Ai)\Ak
)

= µ(S ∩Ak) + µ
(
S ∩

k−1⋃
i=1

Ai
)

=

k∑
i=1

µ(S ∩Ai).

Theorem 2.5. The systemM of µ-measurable subsets of X is a σ-algebra. Moreover

Ai ∈M, i ∈ N, pairwise disjoint ⇒ µ
( ∞⋃
i=1

Ai
)

=

∞∑
i=1

µ(Ai). (2.3)

Proof. We have X ∈M since µ(S ∩X) = µ(S) and µ(S\X) = µ(∅) = 0. For A ∈M we also
have X\A ∈M, because

µ
(
S ∩ (X\A)

)
= µ(S\A) and µ

(
S\(X\A)

)
= µ(S ∩A).

Next we show that A ∪B ∈M for A,B ∈M, in fact we have for any S ⊂ X

µ
(
S ∩ (A ∪B)

)
+ µ

(
S\(A ∪B)

)
≤ µ(S ∩A) + µ

(
(S\A) ∩B

)
+ µ

(
(S\A)\B

)
≤ µ(S ∩A) + µ(S\A) (using B ∈M)

≤ µ(S) (using A ∈M).

This yields further A∩B = X\((X\A)∪(X\B)) ∈M and A\B = A∩(X\B) ∈M. Induction
shows thatM is closed under �nite unions and intersections. We now prove

Ai ∈M for i = 1, 2, . . . ⇒ A =
∞⋃
i=1

Ai ∈M.

We can assume that Ai ∩ Aj = ∅ for i 6= j, otherwise we consider Ãi = Ai\(A1 ∪ . . . ∪ Ai−1).

We conclude for any S, using
⋃k
i=1Ai ∈M,

µ(S) = µ
(
S ∩

k⋃
i=1

Ai
)

+ µ
(
S\

k⋃
i=1

Ai
)
≥

k∑
i=1

µ(S ∩Ai) + µ(S\A).

The inequality uses Lemma 2.4 and monotonicity of µ. Letting k →∞ we conclude

µ(S) ≥
∞∑
i=1

µ(S ∩Ai) + µ(S\A) ≥ µ
( ∞⋃
i=1

(S ∩Ai)
)

+ µ(S\A) = µ(S ∩A) + µ(S\A).
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Thus A =
⋃∞
i=1Ai is measurable. Putting S = X in Lemma 2.4 we �nally have

lim
k→∞

µ
( k⋃
i=1

Ai
)

=
∞∑
i=1

µ(Ai) ≥ µ
( ∞⋃
i=1

Ai
)
≥ lim

k→∞
µ
( k⋃
i=1

Ai
)
.

Theorem 2.6 (Continuity of measure). Let A1, A2, . . . be measurable sets. Then

(i) if A1 ⊂ A2 ⊂ . . . then µ
(⋃∞

i=1Ai
)

= limk→∞ µ(Ak),

(ii) if A1 ⊃ A2 ⊃ . . . and µ(A1) <∞, then µ
(⋂∞

i=1Ai
)

= limk→∞ µ(Ak).

Proof. For (i) let Ãk = Ak\
⋃k−1
i=1 Ai and compute using (2.3)

µ
( ∞⋃
i=1

Ai
)

= µ
( ∞⋃
i=1

Ãi
)

=
∞∑
i=1

µ(Ãi) = lim
k→∞

µ
( k⋃
i=1

Ãi
)

= lim
k→∞

µ(Ak).

For (ii) consider the increasing sequence A′k = A1\Ak. We have

µ(A1) = µ(A1 ∩Ak) + µ(A1\Ak) = µ(Ak) + µ(A′k).

We conclude using statement (i)

µ(A1)− lim
k→∞

µ(Ak) = lim
k→∞

µ(A′k) = µ
( ∞⋃
i=1

A′i
)

= µ(A1\
∞⋂
i=1

Ai) = µ(A1)− µ
( ∞⋂
i=1

Ai
)
.

Example 2.7. The condition µ(A1) <∞ in (ii) cannot be dropped, e.g. consider the counting
measure and Ak = {k, k + 1, . . .} ⊂ N.

A useful construction is the following mapping of a measure.

Lemma 2.8. For a measure µ on X and f : X → Y , the pushforward on Y is de�ned by

f(µ) : 2Y → [0,∞], f(µ)(B) = µ(f−1(B)).

f(µ) is an outer measure. If f−1(B) is µ-measurable, then B is f(µ)-measurable.

Proof. It is easy to see that f(µ) is an outer measure. By de�nition, f−1B is µ-measurable if

µ(S) = µ(S ∩ f−1B) + µ(S\f−1B) for all S ⊂ X.

On the other hand, the f(µ)-measurability of B means that

µ(f−1T ) = µ(f−1T ∩ f−1B) + µ(f−1T\f−1B) for all T ⊂ Y.

Clearly, the �rst implies the second.
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Up to now we considered measures on an arbitrary set X, but from now on we assume that X
carries a metric d. In particular we have the Borel algebra, which is by de�nition the smallest
σ-algebra that contains all open sets (or equivalently, all closed sets). It is then a natural
requirement for µ to have these sets measurable. This can be guaranteed via the following
nice result.

Theorem 2.9 (Caratheodory's criterion). Let µ be a measure on (X, d), and assume

µ(A ∪B) ≥ µ(A) + µ(B) whenever dist(A,B) = inf
a∈A,b∈B

d(a, b) > 0. (2.4)

Then all Borel sets are µ-measurable.

Proof. We show that any closed set C ⊂ X is measurable. Let S ⊂ X be arbitrary, without
loss of generality µ(S) <∞. Consider the parallel sets

Cj = {x ∈ X : dist(x,C) ≤ 1

j
}.

We have dist(S\Cj , S ∪ C) ≥ 1
j > 0, hence the assumption implies

µ(S\Cj) + µ(S ∩ C) ≤ µ
(
(S\Cj) ∪ (S ∩ C)

)
≤ µ(S).

The theorem follows if we can show

µ(S\C) ≤ lim
j→∞

µ(S\Cj). (2.5)

Now consider for k ∈ N the parallel strips

Sk =
{
x ∈ S :

1

k + 1
< dist(x,C) ≤ 1

k

}
= S ∩ (Ck\Ck+1).

We have for any j ∈ N

S\C =
(
S\Cj

)
∪
∞⋃
k=j

Sk.

Taking the limit j →∞ we can write, using the monotonicity,

µ(S\C) ≤ lim
j→∞

µ(S\Cj) + lim
j→∞

µ
( ∞⋃
k=j

Sk

)
. (2.6)

Now for k ≥ j + 2 we have dist(Sj , Sk) ≥ 1
j+1 −

1
k > 0. Therefore by assumption

N∑
i=1

µ(S2i) = µ
( N⋃
i=1

S2i

)
≤ µ(S) <∞,

N∑
i=1

µ(S2i−1) = µ
( N⋃
i=1

S2i−1

)
≤ µ(S) <∞.

From the Cauchy criterion for series, we conclude

lim
j→∞

µ
( ∞⋃
k=j

Sk

)
≤ lim

j→∞

∞∑
k=j

µ(Sk) = 0.

Recalling (2.6) we obtain (2.5), and the theorem is proved.
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De�nition 2.10 (Borel regularity). A masure µ on a metric space (X, d) is called Borel
regular, if it has the following two properties:

(1) All Borel sets are µ-measurable.

(2) Any S ⊂ X has a Borel hull: there exists a Borel set B ⊃ S with µ(B) = µ(S).

We want to discuss the Borel regularity in connection with the operation of restricting a
measure, which is de�ned as follows.

Lemma 2.11 (restriction measure). Let µ be a measure on X and E ⊂ X. Then the restric-
tion of µ to E is the measure given by

(µxE)(A) = µ(A ∩ E) for all A ⊂ X.

If A ⊂ X is µ-measurable, then A is also µxE-measurable.

Proof. For any S ⊂ X we have, if A is µ-measurable,

(µxE)(S) = µ(S ∩ E)

≥ µ
(
(S ∩ E) ∩A

)
+ µ

(
(S ∩ E)\A

)
= µ

(
(S ∩A) ∩ E

)
+ µ

(
(S\A) ∩ E

)
= (µxE)(S ∩A) + (µxE)(S\A).

Note that in Lemma 2.11 the set E need not be µ-measurable.

Theorem 2.12 (Borel regularity of µxE). Let µ be a Borel regular measure on X. Then for
E ⊂ X the measure µxE is also Borel regular, if one of the following conditions hold:

(1) E is a Borel set.

(2) E is µ-measurable, and E is a countable union of sets with �nite µ-measure.

Proof. Lemma 2.11 implies that Borel sets are µxE-measurable, thus we only have to construct
a Borel hull for a given set S ⊂ X. We �rst give the argument for condition (1). As µ is Borel
regular, there exists a Borel set B such that

(S ∩ E) ⊂ B and µ(B) = µ(S ∩ E).

Let B̃ = B ∩ (X\E). Then B̃ is Borel with B̃ ⊃ S, and we compute

(µxE)(B̃) = µ(B ∩ E) ≤ µ(B) = µ(S ∩ E) = (µxE)(S).

This proves our claim. We now show the result for condition (2), �rst in the case when
µ(E) <∞. Choose B ⊃ E Borel with µ(B) = µ(E), and compute for any S ⊂ X

(µxB)(S) = µ(S ∩B)

≤ µ(S ∩ E) + µ
(
S ∩ (B\E)

)
≤ µ(S ∩ E) + µ(B\E)

= (µxE)(S) + µ(B)− µ(E)︸ ︷︷ ︸
=0

≤ (µxB)(S).

This shows µxE = µxB, and the claim follows by case (1). Finally, let E be µ-measurable
with E =

⋃∞
j=1Ej where µ(Ej) <∞. We can assume:
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• Ej is µ-measurable, otherwise choose Borel sets Ẽj ⊃ Ej with µ(Ẽj) = µ(Ej), and
consider Ẽj ∩ E instead of Ej .

• E1 ⊂ E2 ⊂ . . ., otherwise we pass to
⋃j
i=1Ei instead of Ej .

Now let S ⊂ X. As shown just before, we can choose Bj ⊃ S Borel with (µxEj)(Bj) =
(µxEj)(S). For B =

⋂∞
j=1Bj we have B ⊃ S and, by continuity of the measure,

(µxE)(B) = µ(B ∩ E)

= lim
j→∞

µ(B ∩ Ej)

≤ lim sup
j→∞

µ(Bj ∩ Ej)

= lim
j→∞

µ(S ∩ Ej)

≤ (µxE)(S).

This settles the remaining case.

Theorem 2.13 (Approximation). Let µ be a Borel measure on (X, d). Then for any Borel
set A ⊂ X the following hold:

(1) µ(A) = inf{µ(U) : U open, A ⊂ U}, if the right hand side is �nite.

(2) µ(A) = sup{µ(C) : C closed, C ⊂ A}, if µ(A) <∞.

Proof. We �rst assume that µ(X) <∞, and consider

A = {A ⊂ X : A is Borel and satis�es (1)}.

We claim that A is closed under countable unions and intersections. Let Aj ∈ A, j ∈ N, hence
there exist open Uj ⊃ Aj with µ(Uj) ≤ µ(Aj) + 2−jε. Since Aj is measurable we have

µ(Uj\Aj) ≤ µ(Uj)− µ(Aj) < 2−jε.

We conclude

µ
( ∞⋃
j=1

Uj

)
≤ µ

( ∞⋃
j=1

Aj

)
+ µ

( ∞⋃
j=1

Uj\
∞⋃
j=1

Aj

)
≤ µ

( ∞⋃
j=1

Aj

)
+ µ

( ∞⋃
j=1

Uj\Aj
)

≤ µ
( ∞⋃
j=1

Aj

)
+ ε.

For intersections we argue similarly

µ
( ∞⋂
j=1

Uj

)
≤ µ

( ∞⋂
j=1

Aj

)
+ µ

( ∞⋂
j=1

Uj\
∞⋂
j=1

Aj

)
≤ µ

( ∞⋂
j=1

Aj

)
+ µ

( ∞⋃
j=1

Uj\Aj
)

≤ µ
( ∞⋂
j=1

Aj

)
+ ε.
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Of course the countable intersection of the Uj need not be open, however

∞⋂
j=1

Aj ⊂
N⋂
j=1

Aj ⊂
N⋂
j=1

Uj .

By continuity of the measure, and recalling µ(X) <∞,

lim
N→∞

µ
( N⋂
j=1

Uj

)
= µ

( ∞⋂
j=1

Uj

)
≤ µ

( ∞⋂
j=1

Aj

)
+ ε.

Now A trivially contains the open sets. But any closed set C is the intersection of the open
sets {x ∈ X : dist(x,C) < 1

j }, hence A also contains the closed sets. Let

Ã = {A ∈ A : X\A ∈ A}.

Clearly ∅, X ∈ Ã, and A ∈ Ã implies X\A ∈ Ã. Moreover for Aj ∈ Ã we have

∞⋃
j=1

Aj ∈ A and X\
∞⋃
j=1

Aj =
∞⋂
j=1

X\Aj ∈ A.

Thus Ã is a σ-algebra which contains the open sets. It follows that Ã and hence also A are
equal to the Borel algebra. For claim (2), still in the case µ(X) <∞, we argue that

µ(X\A) = inf{µ(U) : X\A ⊂ U open}
= inf{µ(X\C) : A ⊃ C closed}
= µ(X)− sup{µ(C) : A ⊃ C closed}.

For µ(X) = ∞ statement (2) follows from the �nite case by considering µxA, which is a
�nite Borel measure by Lemma 2.11. For (1) we consider µxU0 where U0 ⊃ A is open with
µ(U0) <∞.

De�nition 2.14 (Radon measure). Let (X, d) be a locally compact, separable metric space.
A Borel regular measure µ on X is called a Radon measure if

µ(K) <∞ for all compact K ⊂ X. (2.7)

A metric space is locally compact if for any x ∈ X there is an r > 0 such that Br(x) is compact.
For instance, a Banach space is locally compact if and only if it is �nite-dimensional. A metric
space is separable if it contains a countable dense subset. The space Rn has both properties,
as does any submanifold M ⊂ Rn (Analysis 3).

Lemma 2.15 (σ-compactness). Let (X, d) be locally compact and separable. Then there exists
an exhaustion X =

⋃∞
i=1 Ui, where the Ui are open with Ui compact.

Proof. For any x ∈ X we have by assumption

r(x) = sup{r > 0 : Br(x) is compact} > 0.
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For any r < r(x), the closed ball Br(x) is contained in a compact set, hence these balls are
all compact. We now show that

lim inf
y→x

r(y) ≥ r(x). (2.8)

For r < r(x) take % ∈ (r, r(x)). Then Br(y) ⊂ B%(x) for y su�ciently close to x. This shows
lim infy→x r(y) ≥ r, and the claim follows by letting r ↗ r(x). Now if r(x) = ∞ for some
x ∈ X, then we can take Ui = Bi(x). Otherwise let xi, i ∈ N, be a dense subset, and put

Ui = B%i(xi) where %i =
r(xi)

2
..

Using (2.8) one veri�es that any x ∈ X is contained in some Ui, and the lemma follows.

Corollary 2.16. Let µ be a Radon measure on (X, d). For A ⊂ X one has

(1) µ(A) = inf{µ(U) : U open, A ⊂ U},

(2) µ(A) = sup{µ(K) : K compact, K ⊂ A}, if A is µ-measurable.

Proof. To prove (1) we may assume µ(A) <∞ and also A Borel, otherwise consider the Borel
hull. Let U1 ⊂⊂ U2 ⊂⊂ . . . be the exhaustion from Lemma 2.15. By Theorem 2.13 there exist
closed sets Ci ⊂ Ui\A such that

µ
(
Ui\(A ∩ Ci)

)
= µ

(
(Ui\A)\Ci

)
< 2−iε.

Then Vi = Ui\Ci is open, contains Ui ∩A, and for V =
⋃∞
i=1 Vi we have

µ(V \A) = µ
( ∞⋃
i=1

Vi\A
)
≤
∞∑
i=1

µ
(
Ui\(A ∩ Ci)

)
< ε.

Thus statement (1) is proved. For A µ-measurable we have µ(A) = limi→∞ µ(A∩Ui), therefore
it su�ces to prove (2) when A is relatively compact. Then µxA is a Radon measure by Theorem
2.12. As proved, there exists U ⊃ X\A open with

µxA(U) < µxA(X\A) + ε = ε.

Then C := X\U is closed with C ⊂ A, in particular C is compact, and

µ(A) ≤ µ(A\U) + µ(A ∩ U) < µ(C) + ε.

The corollary is proved.

At the end of the section we observe some properties of the measure pushforward.

Theorem 2.17 (Borel regularity of f(µ)). Let X, Y be metric spaces and f ∈ C0(X,Y ).

(1) If µ is a Borel measure, then f(µ) is also a Borel measure.

(2) Let X, Y be locally compact and separable, and assume that f : X → Y is proper. If µ
is a Radon measure, then f(µ) is also a Radon measure.
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Proof. For (1) we note that the sets B ⊂ Y for which f−1(B) is µ-measurable form a σ-
algebra. The claim follows since f−1(U) is open for U open.

For (2) we have by assumption f(µ)(K) = µ(f−1(K)) < ∞ for K ⊂ Y compact. The
construction of a Borel hull for given T ⊂ Y is more tricky, however. Of course we may
assume f(µ)(T ) <∞, and it su�ces to construct for any ε > 0 an open set W ⊃ T such that
f(µ)(W ) ≤ f(µ)(T ) + ε. We �rst consider the case T ⊂ V where V is open and relatively
compact. Putting S = f−1(T ) we choose an open set U ⊃ S with µ(U) < µ(S) + ε. As f is
proper, the set f−1(V \U) is compact, and hence W := V \f(f−1V \U) is open. For any y ∈ V
we have the implication

y /∈W ⇒ y ∈ f(f−1V \U)

⇒ y ∈ f(f−1V \S) = f(f−1(V \T ))

⇒ y ∈ V \T.

This shows T ⊂W . By de�nition of W we have further

x ∈ f−1V \U ⇒ f(x) /∈W, thus f−1(W ) ⊂ U.

We conclude
f(µ)(W ) = µ(f−1W ) ≤ µ(U) < µ(S) + ε = f(µ)(T ) + ε.

For T arbitrary we choose an exhaustion Y =
⋃∞
j=1 Vj by open sets Vj such that Vj ⊂⊂ Vj+1.

Put T1 = T ∩ V1 and Tj = T ∩ (Vj\Vj−1) for j ≥ 2, and choose open sets Wj ⊃ Tj with
f(µ)(Wj) ≤ f(µ)(Tj) + 2−jε. Then W =

⋃∞
j=1Wj contains T , and we have

f(µ)(W ) ≤
∞∑
j=1

f(µ)(Wj)

≤
∞∑
j=1

µ(f−1(Tj)) + ε

=
∞∑
j=1

(µ x f−1(T ))(f−1(Vj)\f−1(Vj−1)) + ε (where V0 := ∅)

= (µ x f−1(T ))(f−1(Y )) + ε

= f(µ)(T ) + ε.

We used that open sets are µxf−1(T )-measurable.
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Chapter 3

Hausdor� measure

Let (X, d) be a metric space and s ∈ [0,∞). To de�ne the s-dimensional Hausdor� measure
of a set A ⊂ X, we consider the set Cδ(A) of all countable coverings

A ⊂
∞⋃
i=1

Ci where diamCi < δ.

We then de�ne an approximating measure at scale δ > 0 by

Hsδ(A) = inf
{ ∞∑
i=1

α(s)
(diamCi

2

)s
: (Ci)i∈N ∈ Cδ(A)

}
. (3.1)

For δ1 ≤ δ2 we have Cδ1(A) ⊂ Cδ2(A) and hence Hsδ1(A) ≥ Hsδ2(A). We expect that for large
δ > 0 the number Hsδ(A) underestimates the true measure. The smaller δ > 0 is chosen, the
more the covering has to follow the �ne structure of the set A, so that the number Hsδ(A)
becomes more accurate. The number α(s) is a normalization constant, in the integer case
s = k ∈ N0 we take

α(k) = Lk({x ∈ Rk : |x| < 1}) =

{
πj

j! for k = 2j,
πj

(j+ 1
2

)(j− 1
2

)·...· 1
2

for k = 2j + 1.
(3.2)

With this choice, it follows that

α(k)
(diamCi

2

)k
= Lk(Br) where r =

diamCi
2

.

In particular if Ci is a ball then the number equals the volume of that ball. For s /∈ N0 there
is no natural normalization. To be consistent in the integer case we take

α(s) =
πs/2

Γ( s2 + 1)
where Γ(t) =

∫ ∞
0

xt−1e−x dx.

To de�neHsδ we could restrict to coverings by closed sets since diamC = diamC. It is straight-
forward to check that the Hsδ are measures. However, not all Borel sets are Hsδ measurable.
To give an example we use the following fact, to be proved in the exercises:

diamA = δ > 0 ⇒ H1
δ(A) = δ.

Taking A = {x ∈ Rn : xn ≥ 0} and S = Bδ/2(0) we obtain

H1
δ(S ∩A) +H1

δ(S\A) = 2δ > δ = H1
δ(S).

19
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De�nition 3.1 (Hausdor� measure). Let (X, d) be a metric space and s ∈ [0,∞). The
s-dimensional Hausdor� measure of a set A ⊂ X is de�ned by

Hs(A) = sup
δ>0
Hsδ(A) = lim

δ↘0
Hsδ(A).

Lemma 3.2. The Hausdor� measures Hs on (X, d) are Borel regular.

Proof. We apply Caratheodory's criterion to show that Borel sets are measurable. Let A1,2 ⊂
X with dist(A1, A2) = d > 0. For δ < d

2 , let C be a covering of A1 ∪ A2 by sets of diameter
less than δ. Then the families Ci = {C ∈ C : C ∩Ai 6= ∅} are disjoint, and hence we get∑

C∈C
α(s)

(diamC

2

)s
≥

∑
C∈C1

α(s)
(diamC

2

)s
+
∑
C∈C2

α(s)
(diamC

2

)s
≥ Hsδ(A1) +Hsδ(A2).

Taking the in�mum with respect to C yields

Hsδ(A1 ∪A2) ≥ Hsδ(A1) +Hsδ(A2).

Letting δ ↘ 0 proves the criterion. Next let S ⊂ X and δi ↘ 0 be given. For each i we choose
a covering Cij , j ∈ N, of S such that

diamCij < δi and
∞∑
j=1

α(s)
(diamCij

2

)s
≤ Hsδi(S) +

1

i
.

Without loss of generality the Cij are closed, hence we obtain a Borel set by putting

B =
∞⋂
i=1

( ∞⋃
j=1

Cij

)
.

For �xed δ > 0 we estimate, for i large such that δi ≤ δ,

Hsδ(B) ≤ Hsδ
( ∞⋃
j=1

Cij

)
≤
∞∑
j=1

α(s)
(diamCij

2

)s
≤ Hsδi(S) +

1

i
.

Letting i→∞ yields Hsδ(B) ≤ Hs(S), and δ ↘ 0 proves Hs(B) ≤ Hs(S) as desired.

Lemma 3.3 (Transformation of Hs measure). Under a map f : X → Y between metric spaces
the Hs measure of a set A ⊂ X treansforms as follows:

(1) For f Lipschitz one has Hs(f(A)) ≤ LsHs(A) where L = Lip(f).

(2) For an isometry f : X → Y one has Hs(f(A)) = Hs(A).

(3) For A ⊂ Rn and λ > 0 one has Hs(λA) = λsHs(A).

Proof. If L = 0 in claim (1) then f is constant and the statement is easily checked. Otherwise
let A ⊂

⋃∞
i=1Ci be a covering with diamCi < δ. Then f(A) ⊂

⋃∞
i=1 f(Ci) and we have

diam f(Ci) < Lδ, hence

HsLδ(f(A)) ≤
∞∑
i=1

α(s)
(diam f(Ci)

2

)s
≤ Ls

∞∑
i=1

α(s)
(diamCi

2

)s
.
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Taking the in�mum shows HsLδ(f(A)) ≤ LsHsδ(A), and (1) follows by letting δ ↘ 0.

In claim (2) both f and f−1 have Lischitz constant one, hence

Hs(A) = Hs
(
f−1(f(A))

)
≤ Hs(f(A)) ≤ Hs(A).

Similarly in (3) the map τλ(x) = λx has Lipschitz λ, this implies

λsHs(A) = λsHs
( 1

λ
λA
)
≤ Hs(λA) ≤ λsHs(A).

The measures Hs and Ht compare as follows: let A ⊂
⋃∞
i=1Ci where diamCi < δ. Then we

have, assuming s < t,

Htδ(A) ≤
∞∑
i=1

α(t)
(diamCi

2

)t
≤ α(t)

α(s)

(δ
2

)t−s ∞∑
i=1

α(s)
(diamCi

2

)s
.

Taking the in�mum with respect to these coverings, we get

Htδ(A) ≤ α(t)

α(s)

(δ
2

)t−s
Hsδ(A).

In particular we have

Hs(A) <∞ ⇒ Ht(A) = 0 for t > s,

Ht(A) > 0 ⇒ Hs(A) =∞ for s < t.

De�nition 3.4 (Hausdor� dimension). The Hausdor� dimension of a set A ⊂ (X, d) is

dimH(A) = inf{s ≥ 0 : Hs(A) = 0}.

Example 3.5. The Cantor set C is the set of all s ∈ [0, 1] having a triadic expansion

s = 0, s1s2 . . . =

∞∑
j=1

sj3
−j where sj ∈ {0, 2}.

This representation is unique: if s, t ∈ C satisfy sj = tj for j ≤ N − 1 but sN 6= tN then

|s− t| ≥ 2 · 3−N −
∞∑

j=N+1

2 · 3−j = 2 · 3−N − 3−N = 3−N > 0.

The estimate also implies that C is complete, hence also closed. Now C is the disjoint union

C = C0 ∪ C2 where C0 = {s ∈ C : s1 = 0}, C2 = {s ∈ C : s1 = 2}.

Note that C0 = 1
3C and C2 = 2

3 + 1
3C. Therefore Lemma 3.3 implies for any d ∈ [0,∞)(1

3

)d
Hd(C) = Hd

(1

3
C
)

=
1

2

(
Hd(C0) +Hd(C2)

)
=

1

2
Hd(C).

Now if d can be chosen with 0 < Hd(C) <∞, then(1

3

)d
=

1

2
, that is d = log3 2 =

log 2

log 3
.

The calculation suggests that this number d is the Hausdor� dimension of C.
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We now come to the comparison of the measures Hn and Ln on Rn. The Lebesgue measure
has the following wellknown uniqueness property (see Analysis 3).

Theorem 3.6 (axiomatic characterization of Ln). If a Radon measure µ on Rn is translation
invariant, then it has the form µ = cLn for a constant c ≥ 0.

Lemma 3.7. On Rn we have Hn = cLn where 2−n ≤ c ≤ 2−nα(n)nn/2.

Proof. Hn is Borel regular by Lemma 3.2. Dividing [0, 1]n into kn congruent subcubes of
diameter

√
n/k, we infer for k large

Hnδ ([0, 1]n) ≤ knα(n)
(√n

2k

)n
= 2−nα(n)nn/2.

Letting δ ↘ 0 proves the upper bound, in particular Hn is a Radon measure. Now consider
an arbitrary covering [0, 1]n ⊂

⋃∞
i=1Ci with diamCi < δ. Then

1 = Ln([0, 1]n) ≤
∞∑
i=1

Ln(Ci) ≤
∞∑
i=1

α(n) (diamCi)
n = 2n

∞∑
i=1

α(n)
(diamCi

2

)n
.

Taking the in�mum over all these coverings we conclude

2−n ≤ Hn([0, 1]n) ≤ 2−nα(n)nn/2.

Ths claim follows by Theorem 3.6.

The equality Hn = Ln is more involved. We need the following two facts.

Lemma 3.8. For open U ⊂ Rn and δ > 0 there exist pairwise disjoint, closed balls Bj ⊂ U
with diamBj < δ, such that

Ln
(
U\

∞⋃
j=1

Bj

)
= 0.

This will be proved in Chapter 3 using a covering theorem.

Theorem 3.9 (isodiametric inequality).

Ln(A) ≤ α(n)
(diamA

2

)n
for any A ⊂ Rn.

Example 3.10. The inequality is nontrivial in the sense that not every set A is contained
in a ball of radius diamA/2. A standard example is the equilateral triangle: the diameter is
equal to the sidelength, and one half the sidelength is shorter than the radius of the perimeter
by a factor

√
3/2 < 1. We note however that if A is symmetric with respect to a point p, then

it is contained in a ball of radius diamA/2.

Theorem 3.11. We have Hn = Ln on Rn.

Proof. For the upper bound choose an exhaustion of U = (0, 1)n by balls Bj with diamBj < δ
as in Lemma 3.8. Using that Hnδ ≤ Hn ≤ C Ln we obtain

Hnδ ([0, 1]n) = Hnδ
( ∞⋃
j=1

Bj

)
≤
∞∑
j=1

α(n)
(diamBj

2

)n
≤ 1.
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On the other hand if [0, 1]n ⊂
⋃∞
i=1Ci then by Theorem 3.9

1 ≤
∞∑
j=1

Ln(Ci) ≤
∞∑
i=1

α(n)
(diamCi

2

)n
.

This yields Hn([0, 1]n) ≥ 1.

To prove the isodiametric inequality we employ a symmetrization. For v ∈ Sn−1 we consider
the hyperplane Pv = {x ∈ Rn : 〈x, v〉 = 0} and de�ne

Ap,v = A ∩ (p+ Rv) where p ∈ Pv.

Then the Steiner symmetrization with respect to Pv is de�ned by

Sv(A) =
⋃

p∈Pv , Ap,v 6=∅

{
p+ tv : |t| ≤ 1

2
L1(Ap,v)}. (3.3)

Lemma 3.12. For v ∈ Sn−1 and A ⊂ Rn we have

(1) diamSv(A) ≤ diamA,

(2) If A is Ln-measurable, then so is Sv(A) and Ln(Sv(A)) = Ln(A).

Proof. We may assume diamA <∞. For pi ∈ Pv for i = 1, 2 we put

ai = inf{t ∈ R : pi + tv ∈ A} and bi = sup{t ∈ R : pi + tv ∈ A}.

The points pi + aiv and pi + biv are in A, hence

diamA ≥ |(p2 + b2v)− (p1 + a1v)|, |(p1 + b1v)− (p2 + a2v)|
=

√
|p2 − p1|2 + (b2 − a1)2,

√
|p1 − p2|2 + (b1 − a2)2.

Now for pi + tiv ∈ Sv(A) we have |(p1 + t1v)− (p2 + t2v)| =
√
|p1 − p2|2 + |t1 − t2|2 where

|t1 − t2| ≤ |t1|+ |t2| ≤
1

2
(b1 − a1 + b2 − a2) ≤ max(|b2 − a1|, |b1 − a2|).

This proves claim (1). By the Cavalieri-Fubini theorem, the sets Ap,v are L1-measurable for
almost every p ∈ Pv, the measure L1(Ap,v) is a measurable function on Pv, and

Ln(A) =

∫
Pv

L1(Ap,v) dLn−1(p).

Altogether this implies claim (2).

Proof. (of the isodiametric inequality) We assume diamA < ∞ and A closed. Put A0 = A
and de�ne inductively the sets Aj = Sej (Aj−1) for j = 1, . . . , n. We claim that, for σj the
re�ection at Pej ,

σj(Ak) = Ak for j = 1, . . . , k. (3.4)
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By de�nition of the Steiner symmetrization we have σk(Ak) = Ak, in particular (3.4) holds
for k = 1. Now let k ≥ 2 and 1 ≤ j ≤ k − 1. For p ∈ Pek we obtain by induction

(Ak−1)σj(p),ek = Ak−1 ∩ (σj(p) + Rek)
= σj

(
Ak−1 ∩ (p+ Rek)

)
(using σj(Ak−1) = Ak−1, σj(ek) = ek)

= σj((Ak−1)p,ek).

In particular L1
(
(Ak−1)σj(p),ek

)
= L1

(
(Ak−1)p,ek

)
. This implies σj(Ak) = Ak by de�nition of

the Steiner symmetrization. Thus An is symmetric with respect to all coordinate hyperplanes,
and hence symmetric about the origin. This implies diamAn ≥ 2|x| for any x ∈ An, and we
conclude recalling Lemma 3.12

Ln(A) = Ln(An) ≤ α(n)
(diamAn

2

)n
≤ α(n)

(diamA

2

)n
.



Chapter 4

Covering theorems

In many arguments in GMT one has a family of balls B%(x) covering a set A, with certain
information on each ball. Typically the radius % = %(x) > 0 is small depending on x. In
such a situation a covering theorem allows to deduce global information. We discuss two such
theorems due to Vitali and Besicovitch. The �rst produces a disjoint subfamily such that the
balls enlarged by a factor 5 are still a covering. This result is particularly useful if we have
a measure for which the enlarged balls can be estimated, e.g. the Lebesgue measure. The
Besicovitch theorem produces a covering out of the given balls. Of course then the subfamily
cannot be disjoint, however the theorem asserts that the overlapping is estimated.

Vitali's theorem applies in any metric space (X, d). For a given closed ball it considers the
concentric ball with 5 times the radius, i.e.

B̂ = {x ∈ X : d(x, x0) ≤ 5%} for B = {x ∈ X : d(x, x0) ≤ %}. (4.1)

Theorem 4.1 (Vitali). Let F be a family of closed balls B ⊂ X with positive diameter and

D := sup
B∈F

diamB <∞. (4.2)

Then there exists a pairwise disjoint subfamily G such that⋃
B∈F

B ⊂
⋃
B′∈G

B̂′.

In fact, for any B ∈ F there exists a B′ ∈ G such that B ∩B′ 6= ∅ and B ⊂ B̂′.

Proof. We start by ordering the balls by their size. For k = 1, 2, . . . we put

Fk = {B ∈ F : 2−kD < diamB ≤ 21−kD}.

Now construct Gk ⊂ Fk inductively as follows:

• let G1 be a maximal pairwise disjoint subfamily of F1.

• let Gk, k ≥ 2, be a maximal pairwise disjoint subfamily of F ′k, by which we mean the
set of all B ∈ Fk which do not intersect any B′ ∈ Gj for j = 1, . . . , k − 1.

25
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The maximality of Gk means the following: let B be a ball in Fk. Then either it intersects
some ball B′ ∈ Gj for j ≤ k − 1 (for k = 1 this alternative does not apply), or it intersects a
ball B′ ∈ Gk. In fact otherwise B could be added to Gk contradicting the maximality. For the
radii of the balls we have

radB ≤ 2−kD ≤ 2 radB′.

Thus if x0 is the center of B′ and x ∈ B ∩B′, then for any y ∈ B we have

d(y, x0) ≤ d(y, x) + d(x, x0) ≤ 4 radB′ + radB′ = 5 radB′.

The choice of a maximal subfamily is less obvious as it seems. In Rn we can argue as follows.
Assume that F is a family of closed balls with lower radius bound % > 0. Let FR be the
subfamily of balls contained in BR(0). If B1, . . . , BN ∈ FR are pairwise disjoint, then

Nα(n)%n ≤
N∑
i=1

Ln(Bi) ≤ α(n)Rn, hence N ≤
(R
%

)n
.

There exists a pairwise disjoint subfamily of FR with maximal number of elements. Now choose
Ri = 1, 2, . . . and proceed inductively. In a general metric space (X, d) such an argument is
not available. For the existence of a maximal subfamily one then needs Zorn's lemma. We
omit the details.

De�nition 4.2. A family F of sets in (X, d) is a �ne covering of A if

inf{diamB : B ∈ F , x ∈ B} = 0 for all x ∈ A.

Corollary 4.3. Let F be a family of closed balls in (X, d) with positive, uniformly bounded
diameter. Assume that F is a �ne covering of A. Then there exists a pairwise disjoint
subfamily G with the following property: for any �nite collection B1, . . . , BN in F one has

A\
N⋃
i=1

Bi ⊂
⋃

B′∈G\{B1,...,BN}

B̂′.

Proof. Let G be as in Theorem 4.1, and let x ∈ A\
⋃N
i=1Bi be given. As X\

⋃N
i=1Bi is open

and F is a �ne covering, there exists a ball B ∈ F with x ∈ B and B∩Bi = ∅ for i = 1, . . . , N .
Now by Theorem 4.1 there is a B′ ∈ G with B ∩B′ 6= ∅ and B ⊂ B̂′. We conclude x ∈ B̂′ and
B′ 6= Bi for i = 1, . . . , N , thus

x ∈
⋃

B′∈G\{B1,...,BN}

B̂′.

Theorem 4.4. Let U ⊂ Rn be open and δ > 0. There exist pairwise disjoint closed balls
Bj ⊂ U with diamBj < δ such that

Ln
(
U\

∞⋃
j=1

Bj

)
= 0.
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Proof. We may assume that U is bounded, otherwise we apply the result to the disjoint open
sets Uk = {x ∈ U : k < |x| < k+1}. Let F1 be the set of closed balls B ⊂ U with diamB < δ.
By Vitali there is a pairwise disjoint subfamily G1 ⊂ F1 with

U ⊂
⋃
B∈G1

B̂.

Thus we can estimate

Ln
(
U\

⋃
B∈G1

B
)

= Ln(U)− Ln
( ⋃
B∈G1

B
)

= Ln(U)−
∑
B∈G1

Ln(B)

= Ln(U)− 5−n
∑
B∈G1

Ln(B̂)

≤ (1− 5−n)Ln(U).

Put θ = 1− 1
25−n. Then there exists a �nite subfamily G′1 ⊂ G1 such that

Ln
(
U\

⋃
B∈G′1

B
)
≤ θLn(U).

Now U\
⋃
B∈G′1

B is open. Iterating the argument we obtain a decreasing sequence

U = U0 ⊃ U1 ⊃ . . . , where Uk = Uk−1\
⋃
B∈G′k

B.

Here G′k is a �nite, pairwise disjoint collection of closed balls B ⊂ Uk−1 with diamB < δ and

Ln(Uk) ≤ θLn(Uk−1).

The family G′ =
⋃∞
k=1 G′k is pairwise disjoint, and we have

Ln
(
U\

⋃
B∈G′

B
)

= lim
k→∞

Ln(Uk) = 0.

Theorem 4.5 (Besicovitch). Let F be a family of closed balls B%(a) in Rn with % > 0, such
that %∗ = sup{% : B%(a) ∈ F} <∞. Let A be the set of centers of the balls in F . There exist
subfamilies F1, . . . ,FN , each pairwise disjoint, such that

A ⊂
N⋃
j=1

⋃
B∈Fj

B and N ≤ C(n).

The theorem asserts the existence of a covering with overlap multiplicity bounded by C(n).
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Proof. We �rst prove the theorem for A bounded. Choose inductively balls B1, B2, . . . in F
as follows: if B1, . . . , Bj−1 are already determined, let

Aj = A\
j−1⋃
i=1

Bi,

%∗j = sup{% : B%(a) ∈ F , a ∈ Aj}.

Now choose Bj = B%j (aj) where aj ∈ Aj and %j ≥ 3
4%
∗
j . The start of the process is for j = 1

where A1 = A and %∗1 = %∗. By construction we have

|aj − ai| > %i for j > i, (4.3)

%j ≤
4

3
%i for j > i. (4.4)

For the last inequality we note Aj ⊂ Ai for j > i, this yields

%j ≤ %∗j ≤ %∗i ≤
4

3
%i.

Combining (4.3) and (4.4) we get for j > i

|aj − ai| > %i ≥
1

3
%i +

2

3
· 3

4
%j ≥

1

3
%i +

1

3
%j .

Thus we have
B %i

3
(ai) ∩B %j

3

(aj) = ∅ for i 6= j. (4.5)

We claim that the constructed family of balls covers A. If the process stops at some j, then
A\
⋃j
i=1Bi is empty and the claim follows. Otherwise we use that A is bounded and %∗ <∞,

thus all balls are contained in a �xed large ball. Then (4.5) implies %j → 0 as j → ∞. Now
for each a ∈ A there is some ball Br(a) ∈ F . For j su�ciently large we have

r >
4

3
%j ≥ %∗j = sup{% : B%(a

′) ∈ F , a′ ∈ Aj}.

We conclude a /∈ Aj , in other words a ∈ Bi for some i < j.

Now we divide the set of balls into subfamilies. We start by letting F1 = {B1}. If B2 is
disjoint from B1, then we add it to F1. Otherwise we make up a new subfamily F2 = {B2}.
Proceeding by induction, each ball is added to the subfamily with smallest number which
keeps disjoint. If there is no subfamily with this property, then we create a new one. Now we
claim that there is a constant Cn such that for any k ∈ N we have

#Jk ≤ Cn where Jk = {j < k : Bj ∩Bk 6= ∅}. (4.6)

This implies that we need at most N = Cn + 1 subfamilies in the above process, and the
theorem is proved. We note that the de�nition of Jk in (4.6) means that

|aj − ak| ≤ %j + %k for all j ∈ Jk. (4.7)

To prove (4.6) we distinguish between balls Bj which are comparable in size to Bk, and other
balls which are bigger.
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Claim 1. For J ′k = {j ∈ Jk : %j ≤ 3%k} we have #J ′k ≤ 20n.

We use a packing argument. For j ∈ J ′k we have
1
3%j ≤ %k and |aj −ak| ≤ %j +%k ≤ 4%k. Now

we estimate using (4.4) and (4.5)

(#J ′k)α(n)
(%k

4

)n
≤
∑
j∈J ′k

α(n)
(%j

3

)n
= Ln

( ⋃
j∈J ′k

B %j
3

(aj)
)
≤ Ln

(
B5%k(ak)

)
= α(n)(5%k)

n.

The claim follows.

Claim 2. Let J ′′k = {j ∈ Jk : %j > 3%k}. Then for i, j ∈ J ′′k , i 6= j, we have

^(ai − ak, aj − ak) ≥ δ for δ > 0 universal. (4.8)

To deduce from (4.8) the estimate for #J ′′k we again use a packing argument, but now on

Sn−1. For ωj =
aj−ak
|aj−ak| we have |ωi−ωj | ≥ 2d where d = sin δ

2 . Let en be the north pole, then

(#J ′′k )Hn−1
(
Bd(en) ∩ Sn−1

)
=
∑
j∈J ′′k

Hn−1
(
Bd(ωj) ∩ Sn−1

)
≤ Hn−1(Sn−1).

It remains to prove (4.8). Let i, j ∈ J ′′k with i < j, and choose coordinates x = (y, z) ∈
Rn−1×R such that ak = 0 and ai = |ai|en. We must �nd a cone around the z-axis which does
not contain aj , with a universal angle. Consider a point a ∈ Rn with 〈a, en〉 > 2(1− ε)%i, for
small ε > 0 to be determined. Using (4.4) and j ∈ J ′′k we estimate

|a| > 3

2
(1− ε)%j = %j +

1

2
(1− 3ε)%j ≥ %j +

3

2
(1− 3ε)%k = %j + %k +

1

2
(1− 9ε)%k.

Choosing ε = 1
9 we obtain, using |aj | = |aj − ak| ≤ %j + %k by (4.7),

〈aj , en〉 ≤ 2
(
1− 1

9

)
%i =

16

9
%i. (4.9)

The plane {z = 16
9 %i} intersects B%i(ai) in an (n− 1)-disk. Using (4.3), (4.7) for i ∈ J ′′k , and

(4.4) in the case when ak = 0, we see that

%i ≤ |ai| ≤ %i + %k ≤
4

3
%i,

We now estimate the radius R of that disk by

R2 = %2
i −

(16

9
%i − |ai|

)2
≥ %2

i −
(16

9
%i − %i

)2
=

32

81
%2
i .

Let C be the cone over that disk, with tip ak = 0. For the angle θ of C we have

tan θ =
R

16
9 %i
≥ 1√

8
. (4.10)

We next deal with points close to ak = 0. The spheres ∂B3%k(0) and ∂B%i(ai) intersect in an
(n− 2)-sphere, which is contained in a horizontal plane {z = h}. We let C ′ be the cone over
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the corresponding (n− 1)-disk. To estimate the angle θ′ of C ′, we apply the cosine law in the
triangle with corners ak = 0, ai and a point on the (n− 2)-sphere. This yields

cos θ′ =
(3%k)

2 + |ai|2 − %2
i

2(3%k)|ai|
=

3%k
2|ai|

+
(|ai| − %i)(|ai|+ %i)

6%k|ai|
.

Now %i ≤ |ai| ≤ %i + %k by (4.3) and by the de�nition of Jk in (4.6). The de�nition of J ′′k
further implies 3%k ≤ %i ≤ |ai|. Thus

cos θ′ ≤ 1

2
+

1

3
=

5

6
.

Now θ < θ′, in fact θ = arctan 1√
8
≈ 19, 47◦ and θ′ = arccos 5

6 ≈ 33, 56◦. We conclude

aj /∈ {(x, z) ∈ C : z < h}. (4.11)

Namely, otherwise we had aj ∈ B3%k(0). But |aj | = |aj − ak| > %j > 3%k by (4.3) and de�ni-
tion of J ′′k , a contradiction. Finally, the part of C with h ≤ z ≤ 16

9 %i is the convex hull of the
two horizontal disks, and is therefore contained in B%i(ai). But again by (4.3) we know that
|aj − ai| > %i, and we conclude aj /∈ C. This proves (4.8) with δ = arctan 1√

8
. The theorem

is proved in the case when A is bounded.

For A unbounded we apply the result to the families

Fk = {B%(a) ∈ F : 3(k − 1)%∗ ≤ |a| < 3k%∗} where k ∈ N.

We obtain subfamilies Fk,1, . . . ,Fk,N , each pairwise disjoint, which cover the set of centers of
Fk; here N = N(n) is the Besicovitch constant. Now put for i = 1, . . . , N

F0
i =

⋃
k even

Fk,i and F1
i =

⋃
k odd

Fk,i.

These families are pairwise disjoint, since for B%(a) ∈ Fk and B%′(a
′) ∈ Fl with |k − l| ≥ 2

|a− a′| ≥ 3%∗ > %+ %′.

Therefore the theorem holds with constant 2N .

Theorem 4.6. Let µ be a Borel measure on Rn, and let F be a family of closed balls with
positive radius and centers in a set A. Assume that µ(A) <∞ and

inf{% > 0 : B%(a) ∈ F} = 0 for each a ∈ A.

Then for any open U there exists a disjoint subfamily F ′ with B ⊂ U for all B ∈ F ′, such that

(µxA)
(
U\

⋃
B∈F ′

B
)

= 0.

Proof. We may assume diamB ≤ 1 for all B ∈ F . Putting U = U1, we determine for j ≥ 2

open sets Uj = Uj−1\
⋃kj
k=1Bj,k where Bj,k ∈ F , with the following properties:

• Bj,1, . . . , Bj,kj are contained in Uj−1 and are pairwise disjoint,
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• (µxA)(Uj) ≤ θ (µxA)(Uj−1) where θ ∈ (0, 1) is a constant.

We then conclude as in Theorem 4.4 that F ′ = {Bj,k : j ≥ 2, 1 ≤ k ≤ kj} has the desired
properties. To de�ne Uj we let Fj = {B ∈ F : B ⊂ Uj−1}, and note

inf{% > 0 : B%(a) ∈ Fj} = 0 for each a ∈ A ∩ Uj−1.

By Besicovitch there exists a pairwise disjoint subfamily F ′j such that

(µxA)
( ⋃
B∈F ′j

B
)
≥ 1

N
(µxA)(Uj−1) where N = N(n).

As the balls B ∈ F ′j are disjoint and have positive radius, the family F ′j is countable. For
instance, taking a point with rational coordinates in each B yields an injective map to Qn.
The balls are µxA-measurable, see Lemma 2.11. By continuity of the measure, Theorem 2.6,
we can choose a �nite set Bj,1, . . . , Bj,kj in F ′j such that

(µxA)
( kj⋃
k=1

Bj,k

)
≥ 1

2N
(µxA)(Uj−1).

Thus we conclude, using again measurability with respect to µxA,

(µxA)
(
Uj−1\

kj⋃
k=1

Bj,k

)
≤
(

1− 1

2N

)
(µxA)(Uj−1).

The construction is complete.
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Chapter 5

Di�erentiation of Radon measures

In the chapter we dicuss a version of the Radon-Nikodym theorem for Radon measures on Rn.
The proof applies the Besicovitch covering theorem, more precisely Theorem 4.6.

De�nition 5.1 (Densities). Let µ, ν be Radon measures on Rn. The upper/lower density of
ν with respect to µ at a point x ∈ sptµ is

Dµν(x) = lim sup
r↘0

ν(Br(x))

µ(Br(x))
and Dµν(x) = lim inf

r↘0

ν(Br(x))

µ(Br(x))
.

We write Dµν(x) when the upper and lower density are equal.

We claim that the densities are Borel measurable functions. To see this we show that the
function x 7→ µ(B%(x)) is upper semicontinuous, where B%(x) denotes the closed ball as in
the previous chapter. This means that the sets {µ(Br(x)) < t} are open, and then the claim
follows easily. Now if xk → x and r > % then Br(x) ⊃ B%(xk) for k su�ciently large, thus
µ(Br(x)) ≥ lim supk→∞ µ(B%(xk)). We conclude

µ(B%(x)) = lim
r↘%

µ(Br(x)) ≥ lim sup
k→∞

µ(B%(x)).

Lemma 5.2. Let A ⊂ Rn and 0 < α <∞. Then the following hold:

(a) A ⊂ {x ∈ Rn : Dµν(x) ≤ α} ⇒ ν(A) ≤ αµ(A),

(b) A ⊂ {x ∈ Rn : Dµν(x) ≥ α} ⇒ ν(A) ≥ αµ(A).

Proof. To prove claim (a) we let U be any open set with U ⊃ A, and de�ne the ball family

F = {B = B%(a) ⊂ U : a ∈ A, ν(B) ≤ (α+ ε)µ(B)}.

We have inf{% > 0 : B%(a) ∈ F} = 0 by assumption. Theorem 4.6 yields a pairwise disjoint
subfamily F ′ such that

ν
(
A\

⋃
B∈F ′

B
)

= 0.

We conclude
ν(A) ≤

∑
B∈F ′

ν(B) ≤ (α+ ε)
∑
B∈F ′

µ(B) ≤ (α+ ε)µ(U).

Taking the in�mum over all U , see Theorem 2.13, and letting ε↘ 0 proves (a). For claim (b)
we argue that Dµν(x) ≥ α implies Dνµ(x) ≤ 1

α , and then apply (a).

33
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Theorem 5.3 (Radon-Nikodym). For Radon measures µ, ν on Rn the following holds:

(1) The set Z = {Dµν =∞} satis�es µ(Z) = 0, and Dµν exists µ-almost everywhere.

(2) For any µ-measurable set A one has

ν(A) =

∫
A
Dµν dµ+ (νxZ)(A).

Before entering the proof we mention further terminology:

• ν is absolutely continuous with respect to µ, in notation ν << µ, if µ(A) = 0 always
implies ν(A) = 0.

• µ and ν are mutually singular, in notation µ ⊥ ν, if there exists a Borel set Z such that
µ(Z) = 0 = ν(Rn\Z).

Proof. We �rst give the proof when µ(Rn) and ν(Rn) are both �nite.

Step 1: Proof of statement (1).
The inequality Dµν ≥ α holds on Z for any α > 0. Then ν(Z) ≥ αµ(Z) by Lemma 5.2, and
we conclude µ(Z) = 0. Next consider for 0 < a < b <∞ the sets

R(a, b) = {Dµν < a < b < Dµν}.

Again by Lemma 5.2 we have

bµ(R(a, b)) ≤ ν(R(a, b)) ≤ aµ(R(a, b)).

As a < b this is only possible when µ(R(a, b)) = 0. But now

{Dµν < Dµν} =
⋃

0<a<b<∞, a,b∈Q
R(a, b).

Step 2: Proof of (2) in the case ν << µ.
For N = {Dµν = 0} Lemma 5.2 implies ν(N) ≤ αµ(N) for any α > 0, hence ν(N) = 0.

Moreover Z and {Dµν < Dµν} are null sets for µ, thus also for ν by assumption. Now
consider for t ∈ (1,∞) and m ∈ Z the sets

Am = {x ∈ A : tm ≤ Dµν(x) < tm+1}.

We compute, again by Lemma 5.2,

ν(A) =
∑
m∈Z

ν(Am) ≤
∑
m∈Z

tm+1µ(Am) ≤ t
∑
m∈Z

∫
Am

Dµν dµ = t

∫
A
Dµ ν dµ.

The lower bound follows in the same way, namely

ν(A) =
∑
m∈Z

ν(Am) ≥
∑
m∈Z

tmµ(Am) ≥ 1

t

∑
m∈Z

∫
Am

Dµν dµ =
1

t

∫
A
Dµ ν dµ.

Letting t↘ 1 �nishes Step 2.
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Step 3. Proof of (2) for general µ, ν (still �nite)
We claim that ν∗ = νx(Rn\Z) is absolutely continuous with respect to µ. In fact for µ(A) = 0
and any α > 0 let Aα = {x ∈ A : Dµν(x) ≤ α}. Then by Lemma 5.2 we get

ν(Aα) ≤ αµ(Aα) = 0, thus ν∗(A) = ν(A\Z) = lim
α↗∞

ν(Aα) = 0.

Now let Aα = {x ∈ Rn\Z : Dµ(νxZ)(x) ≥ α}. Again by Lemma 5.2 we get

0 = (νxZ)(Aα) ≥ αµ(Aα),

so that Dµ(νxZ)(x) = 0 for µ-almost every x ∈ Rn. This implies Dµν∗ = Dµν for µ-almost
every x ∈ Rn, and Step 2 implies

ν(A)− (νxZ)(A) = ν∗(A) =

∫
A
Dµν∗ dµ =

∫
A
Dµν dµ.

Step 4. Proof for general µ, ν
Consider the restrictions to BR(0), and let R↗∞.

Corollary 5.4 (Lebesgue di�erentiation theorem). Let µ be a Radon measure on Rn, and
f ∈ L1

loc(µ). Then

lim
%↘0

∫
−
B%(x)

f(y) dµ(y) = f(x) for µ-almost every x ∈ Rn.

Proof. We may assume f ≥ 0. There is a unique Radon measure ν on Rn such that

ν(B) =

∫
B
f dµ for B µ-measurable.

ν is absolutely continuous with respect to µ, hence Theorem 5.3 yields the representation

ν(B) =

∫
B
Dµν dµ.

Taking for B the sets {f ≥ Dµν} and {f ≤ Dµν} we conclude f = Dµν µ-almost everywhere.

We mention a slight improvement which is sometimes useful. Let µ be a Radon measure on
Rn and f ∈ Lploc(µ) where 1 ≤ p <∞. A point x ∈ sptµ is an Lp Lebesgue point if

lim
%↘0

∫
−
B%(x)

|f(y)− f(x)|p dµ(y) = 0. (5.1)

We claim that µ-almost all x ∈ sptµ are Lebesgue points. By the Minkowski inequality we
have for any λ ∈ R(∫

−
B%(x)

|f − f(x)|p dµ
) 1
p ≤

(∫
−
B%(x)

|f − λ|p dµ
) 1
p

+ |f(x)− λ|.

Applying Corollary 5.4 on the right we obtain for all x ∈ sptµ, except a µ-null set N(λ),

lim sup
%↘0

(∫
−
B%(x)

|f − f(x)|p dµ
) 1
p ≤ 2 |f(x)− λ|.
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For x /∈
⋃
λ∈QN(λ) we can take a sequence Q 3 λi → f(x), the claim follows.

For example, consider the characteristic function χE of a µ-measurable set E ⊂ Rn. Then
x ∈ sptµ is a Lebsgue point if and only if one of the following holds:

x ∈ E and lim
%↘0

µ(E ∩B%(x))

µ(B%(x))
= 1,

x /∈ E and lim
%↘0

µ(E ∩B%(x))

µ(B%(x))
= 0.

The limit (if it exists) is called the µ-density of E in x, in general one considers the upper and
lower µ-density by taking the lim sup and lim inf. By the above, the µ-density of E is equal
to one for µ-almost all x ∈ E, and equal to zero for µ-almost all x ∈ Rn\E.

De�nition 5.5. Let µ be a Radon measure on Rn, and let f : Rn → R. We say that λ ∈ R is
the approximate limit of f with respect to µ at a point x ∈ sptµ, if for all ε > 0

lim
%↘0

µ
(
B%(x) ∩ {|f − λ| ≥ ε}

)
µ(B%(x))

= 0.

Notation: µ-aplimy→xf(y) = λ.

The approximate limit is unique: let |λ− λ′| = 2ε > 0. For any y ∈ B%(x) at least one of the
inequalities |f(y)− λ| ≥ ε or |f(y)− λ′| ≥ ε holds. Thus

µ
(
B%(x) ∩ {|f − λ| ≥ ε}

)
+ µ

(
B%(x) ∩ {|f − λ′| ≥ ε}

)
µ(B%(x))

≥ µ(B%(x))

µ(B%(x))
= 1.

Hence f(y) cannot have both λ and λ′ as approximate limits. f is approximately continuous
at x ∈ sptµ, if µ-aplimy→xf(y) = f(x). If x ∈ sptµ is a Lebesgue point of a function
f ∈ L1

loc(µ), then f is approximately continuous at x. Namely we have

µ
(
B%(x) ∩ {|f − f(x)| ≥ ε}

)
µ(B%(x))

=

∫
−
B%(x)

χ{f−f(x)|≥ε} dµ(y)

≤
∫
−
B%(x)

|f(y)− f(x)|
ε

dµ(y)→ 0 as %↘ 0.

Corollary 5.6 (approximate continuity). Let µ be A Radon measure on Rn. Then any µ-
measurable function f : Rn → R is approximately continuous at µ-almost all points x ∈ Rn.

Proof. Consider for k ∈ N the truncations

fk(x) =


k if f(x) ≥ k,
f(x) if − k ≤ f(x) ≤ k,
−k if f(x) ≤ −k.

Then fk ∈ L1
loc(µ), and by the above fk is approximately continuous on Rn\Nk, where Nk

is a µ-null set. We claim that f is approximately continuous at all points x /∈
⋃∞
k=1Nk. For

given ε > 0 take k ∈ N such that |f(x)| < k − ε, which implies fk(x) = f(x). Now for
|f(y)− f(x)| ≥ ε we have
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• if |f(y)| ≤ k then |fk(y)− fk(x)| = |f(y)− f(x)| ≥ ε,

• if |f(y)| > k then |fk(y)− fk(x)| ≥
∣∣|fk(y)| − |fk(x)|

∣∣ ≥ k − (k − ε) = ε.

Thus |f(y)− f(x)| ≥ ε implies |fk(y)− fk(x)| ≥ ε, and we conclude for x /∈
⋃∞
k=1Nk

µ
(
B%(x) ∩ {|f − f(x)| ≥ ε}

)
µ(B%(x))

≤
µ
(
B%(x) ∩ {|fk − fk(x)| ≥ ε}

)
µ(B%(x))

→ 0 as %↘ 0.

We now turn to a another notion of density.

De�nition 5.7 (s-dimensonal density). Let µ be a Borel measure on (X, d) and A ⊂ X. The
upper/lower s-dimensional density of A with respect to µ is

θ
s
(µ,A, x) = lim sup

%↘0

µ(A ∩B%(x))

α(s)%s
,

θs(µ,A, x) = lim inf
%↘0

µ(A ∩B%(x))

α(s)%s
.

We write θs(µ,A, x) in case of equality. The functions θ
s
(µ,A, ·) and θs(µ,A, ·) are Borel

measurable, even when A is not µ measurable. Namely, Borel sets are µxA-measurable by
Lemma 2.11. The claim then follows from the upper semicontinuity (see de�nition 5.1)

(µxA)(B%(x)) ≥ lim sup
y→x

(µxA)(B%(y)).

Unfortunately the two statements in the next theorem are somewhat di�erent in detail. We
note that the two sets E and A need not be µ-measurable.

Theorem 5.8 (s-densities). For a Borel measure µ on (X, d) the following holds:

(1) If θ
s
(µ,E, ·) ≥ λ on A, then µ(E) ≥ λHs(A).

(2) If θ
s
(µ,A, ·) ≤ λ on A, then µ(A) ≤ 2sλHs(A) (for µ Borel regular).

Proof. In (1) we can assume µ(E) < ∞, λ > 0 and also θ
s
(µ,E, ·) > λ on A, by eventually

letting λ′ ↗ λ. For any δ > 0 we consider the family of balls

F =
{
B%(a) : a ∈ A, % < δ,

µ(E ∩B%(a))

α(s)%s
> λ

}
.

By assumption F is a �ne covering of A. Let G be the disjoint subfamily as in Corollary 4.3.
For any �nite G′ ⊂ G we have∑

B∈G′
(µxE)(B)︸ ︷︷ ︸

> 0

= (µxE)
( ⋃
B∈G′

B
)
≤ µ(E) <∞.

Hence G is countable, we write G = {Bj : j ∈ N}. Now Corollary 4.3 yields that

A ⊂
k⋃
j=1

Bj ∪
∞⋃

j=k+1

B̂j for any k ∈ N.
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Therefore we can estimate

Hs10δ(A) ≤
k∑
j=1

α(s)%sj +

∞∑
j=k+1

α(s)(5%j)
s

≤ 1

λ

k∑
j=1

(µxE)(Bj) +
5s

λ

∞∑
j=k+1

(µxE)(Bj)

≤ 1

λ
µ(E) +

5s

λ

∞∑
j=k+1

(µxE)(Bj).

Letting k →∞ the series on the right disappears, and the claim then follows by letting δ ↘ 0.

For (2) we can assume Hs(A) <∞, and also θ
s
(µ,A, ·) < λ on A (see above). Consider

Ak =
{
x ∈ A :

µ(A ∩B%(x))

α(s)%s
≤ λ for all % ∈

(
0,

1

k

)}
for k ∈ N.

We have A1 ⊂ A2 ⊂ . . . and A =
⋃∞
k=1Ak. Now µ(Ak) → µ(A) as k → ∞ (since µ is

Borel regular this holds even when the Ak are not measurable, see Evans-Gariepy, page 5).
Therefore it su�ces to estimate µ(Ak). We claim that

µ(Ak) ≤ 2sλHs1
k

(Ak).

For this let Cj , j ∈ N, be any covering of Ak with δj = diamCj <
1
k , and such that Ak∩Cj 6= ∅

for all j ∈ N. Taking points aj ∈ Ak ∩ Cj we infer

Ak ⊂
∞⋃
j=1

Cj ⊂
∞⋃
j=1

Bδj (aj).

This yields the bound

µ(Ak) ≤
∞∑
j=1

µ
(
A ∩Bδj (aj)

)
≤ λ

∞∑
j=1

α(s)δsj
(
using ak ∈ Ak, δj <

1

k

)
≤ 2sλ

∞∑
j=1

α(s)
(diamCj

2

)s
.

Taking the in�mum over all coverings of Ak we conclude

µ(Ak) ≤ 2sλHs1
k

(Ak) ≤ 2sλHs(A).

This completes the proof of the theorem.

Corollary 5.9. Let µ be a Radon measure on (X, d) and s ≥ 0. If µ(A) = 0 then

θ
s
(µ, x) = 0 for Hs-almost every x ∈ A.
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Proof. It su�ces to show that for any λ > 0 the following sets are Hs null sets:

Aλ = {x ∈ A : θ
s
(µ, x) ≥ λ}.

Let U ⊃ Aλ be open. Then for x ∈ Aλ we have trivially θ
s
(µ,U, x) = θ

s
(µ, x) ≥ λ. Thus from

Theorem 5.8(1) we obtain
λHs(Aλ) ≤ µ(U).

As infU⊃Aλ µ(U) = µ(Aλ) = 0 the claim follows.

Let µ be Borel regular and assume that E is µ-measurable with µ(X\E) <∞. Then µx(X\E)
is a Radon measure for which E is a null set. We conclude

θ
s
(µ,X\E, x) = θ

s
(µx(X\E), x) = 0 for Hs-almost every x ∈ E. (5.2)

Corollary 5.10. Let A ⊂ (X, d) be a Borel set with Hs(A) <∞. Then

2−s ≤ θs(Hs, A, x) ≤ 1 for Hs-almost every x ∈ A.

Proof. Consider for λ− < 2−s and λ+ > 1 the sets

A+ = {x ∈ A : θ
s
(Hs, A, x) ≥ λ+},

A− = {x ∈ A : θ
s
(Hs, A, x) ≤ λ−}.

For open U ⊂ A+ we apply Theorem 5.8(1) to Hs, A ∩ U and A+, we obtain

λ+Hs(A+) ≤ Hs(A ∩ U) = (HsxA)(U).

Now since A is Borel and Hs(A) < ∞, the measure HsxA is Borel regular by Theorem 2.12.
Hence using Theorem 2.13 we get by taking the in�mum over all U

λ+Hs(A+) ≤ (HsxA)(A+) = Hs(A+) ⇒ Hs(A+) = 0.

For the lower bound we note that on A− we have θ
s
(Hs, A−, x) ≤ θs(Hs, A, x) ≤ λ−. Applying

Theorem 5.8(2) to Hs and A− we obtain

Hs(A−) ≤ 2sλ−Hs(A−) ⇒ Hs(A−) = 0.
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Chapter 6

The Riesz representation theorem

In this chapter (X, d) is always a locally compact, separable metric space, for exampleX = Rn.
By Lemma 2.15 there exists an exhaustion X =

⋃∞
i=1 Ui where the Ui are open with Ui

compact. Let µ be a Radon measure on X, and assume that η : X → Rk is µ-measurable and
satis�es |η(x)| = 1 for all x ∈ X. Then we have an induced linear form

φ : C0
c (X,Rk)→ R, φ(f) =

∫
X
〈f, η〉 dµ. (6.1)

Moreover, for any compact set K we have the estimate, with constant C(K) = µ(K),

|φ(f)| ≤ C(K) ‖f‖C0(X) for all f ∈ C0
c (X,Rk) with spt f ⊂ K. (6.2)

In other words, φ is a continuous linear functional on the space of C0
c (X,Rk) functions with

support in K. If X happens to be compact then φ is continuous on the whole space C0(X,Rk).
Any linear form φ with (6.2) will be called a linear functional on C0

c (X,Rk). The goal of this
chapter is to reverse this process: given a linear functional φ on C0

c (X,Rk), we want to �nd
a Radon measure µ and a µ-measurable function η ∈ C0(X,Sk−1) such that φ has the repre-
sentation in (6.1). Moreover, the data µ and η should be unique.

We start with the construction of the measure µ. To do this we need a partition of unity. The
usual statement asserts that that the partition functions χi can be chosen subordinate to the
covering Uk, in the sense that sptχi ⊂ Uk for some k. However, we need below that for i′ 6= i
one can choose k′ 6= k, which is not automatic. Therefore we now prove a speci�c partition
lemma.

Lemma 6.1 (simple partition of unity). Let Ui, 1 ≤ i ≤ N , be an open covering of a compact
set K ⊂ X. There exist functions χi ∈ C0

c (Ui) such that 0 ≤ χi ≤ 1 and
∑N

i=1 χi = 1 on K.

Proof. We argue by induction. For N = 1, that is K ⊂ U , we can take the function

χ(x) =
(

1− dist(x,K)

ε

)+
for ε > 0 su�ciently small.

Now let K ⊂
⋃N
i=1 Ui. We construct compact sets K0, KN such that K = K0 ∪KN and

K0 ⊂
N−1⋃
i=1

Ui =: U0 and KN ⊂ UN .

41
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For this we take open sets V0 ⊃ K\UN and VN ⊃ K\U0, then we have

K0 := K\VN ⊂ K\(K\U0) ⊂ U0,

KN := K\V0 ⊂ K\(K\UN ) ⊂ UN .

K\U0 and K\UN are compact and disjoint by assumption, hence we can choose V0, VN
disjoint, so that K = K0∪KN as desired. Using induction we now have functions ηi ∈ C0

c (Ui)
for i = 1, . . . , N − 1 and ηN ∈ C0

c (UN ), all with values in [0, 1], such that

N−1∑
i=1

ηi = 1 on K0, ηN = 1 on KN .

It follows that
∑N

i=1 ηi ≥ 1 on K. Thus for ε > 0 small we can �nally take

χi =
(

1− dist(x,K)

ε

)+ ηi∑N
i=1 ηi

∈ C0
c (Ui).

De�nition 6.2 (variation measure). For any linear functional φ on C0
c (X,Rk), the variation

measure |φ| : 2X → [0,∞] is de�ned in two steps as follows:

(1) |φ|(U) = sup{φ(f) : |f | ≤ 1, sptf ⊂ U} for U open,

(2) |φ|(E) = inf{|φ|(U) : U ⊃ E, U open} for E general.

The steps are consistent since in (1) we have |φ|(U) ≤ |φ|(V ) whenever U ⊂ V .

Lemma 6.3 (variation measure). |φ| is a Radon measure.

Proof. We proceed in three steps.

Step 1: |φ| is an outer measure.
For U = ∅ only the null function is admissible in 6.2(1) and hence |φ|(∅) = 0. Next, let Ui,
i ∈ N, be open and f ∈ C0

c (X) such that |f | ≤ 1 and spt f ⊂
⋃∞
i=1 Ui. By compactness we

have spt f ⊂
⋃N
i=1 Ui for some N ∈ N. Applying Lemma 6.1 we �nd functions χi ∈ C0

c (Ui)
with 0 ≤ χi ≤ 1 such that

N∑
j=1

χi = 1 on spt f.

For fi = χif ∈ C0
c (Ui) we have |fi| ≤ 1 and f =

∑N
i=1 fi on spt f . This implies

φ(f) =
N∑
i=1

φ(fi) ≤
N∑
i=1

|φ|(Ui) ≤
∞∑
i=1

|φ|(Ui).

Taking the supremum over these f we obtain

|φ|
( ∞⋃
i=1

Ui
)
≤
∞∑
i=1

|φ|(Ui).
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Now assume E ⊂
⋃∞
j=1Ej where E,Ej are arbitrary. Given ε > 0 we choose open Uj ⊃ Ej

with |φ|(Uj) < |φ|(Ej) + 2−jε, by just using De�nition 6.2. Then E ⊂
⋃∞
j=1 Uj and hence

|φ|(E) ≤ |φ|(
∞⋃
j=1

Uj) ≤
∞∑
j=1

|φ|(Uj) ≤
∞∑
j=1

|φ|(Ej) + ε.

Letting ε↘ 0 we conclude that |φ| is an outer measure.

Step 2: Borel sets are |φ|-measurable.
We use Carathedory's criterion, Theorem 2.9. By de�nition of |φ|, we need to show that
whenever A,B ⊂ X satisfy dist(A,B) > 0 then

|φ|(W ) ≥ |φ|(A) + |φ|(B) for all open W ⊃ (A ∪B).

For small δ > 0 the sets U = Bδ(A)∩W and V = Bδ(B)∩W are disjoint. Let f, g ∈ C0
c (X,Rk)

with spt f ⊂ U , spt g ⊂ V and |f |, |g| ≤ 1. Then spt (f + g) ⊂ (spt f ∪ spt g) ⊂ W and
|f + g| ≤ 1 on all X. We obtain

φ(f) + φ(g) = φ(f + g) ≤ |φ|(W ).

Taking the supremum over all f, g we conclude

|φ|(A) + |φ|(B) ≤ |φ|(U) + |φ|(V ) ≤ |φ|(W ).

Step 3: Construction of Borel hull and �niteness on compact sets.
Given E ⊂ X with |φ|(E) < ∞ choose open Uj ⊃ E with |φ|(Uj) ≤ |φ|(E) + 1

j . We may

assume that U1 ⊃ U2 ⊃ . . .. Now B =
⋂∞
j=1 Uj ⊃ E is Borel and satis�es

|φ|(B) ≤ lim
j→∞

|φ|(Uj) = |φ|(E).

Hence |φ| is Borel regular. Finally if K is compact, then by assumption on X there exists a
relatively compact, open set U ⊃ K. Assumption (6.2) then yields

|φ|(K) ≤ |φ|(U) ≤ C(U) <∞.

We can now state the central result of the Chapter.

Theorem 6.4 (Riesz). Let (X, d) be a locally compact, separable metric space. Then for any
linear functional φ on C0

c (X,Rk) there exists a Radon measure µ and a µ-measurable function
η : X → Rk with |η(x)| = 1 for µ-almost every x ∈ X, such that

φ(f) =

∫
X
〈f, η〉 dµ for all f ∈ C0

c (X,Rk). (6.3)

The pair µ, η with (6.3) is unique, and µ is the variation measure |φ|.

We �rst address the uniqueness, which requires the following approximation statement.
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Theorem 6.5 (Lusin). Let µ be a Radon measure on (X, d), and let A ⊂ X with µ(A) <∞.
Then for any µ-measurable g : X → R there exists a function g̃ ∈ C0(X) such that

µ({x ∈ A : g̃(x) 6= g(x)}) < ε and ‖g̃‖C0(X) ≤ ess supx∈A|g(x)|.

We postpone the proof of Lusin's theorem, �rst we address the representation theorem.

Proof. (uniqueness) Assume that λ, ζ have also the representation property, that is

φ(f) =

∫
X
〈f, ζ〉 dλ for all f ∈ C0

c (X,Rk).

If sptf ⊂ U und |f | ≤ 1, then φ(f) ≤ λ(U) and hence µ(U) = |φ|(U) ≤ λ(U). Approximating
from outside we see that µ ≤ λ. For the reverse inequality let K ⊂ X be compact. For U ⊃ K
open with U compact and for ε > 0 there exists a function ζ̃ ∈ C0(X,Rk) with the property

λ(E) < ε where E = {x ∈ U : ζ̃(x) 6= ζ(x)} and ‖ζ̃‖C0(X) ≤ ess supx∈U |ζ| ≤ 1.

This follows directly by Theorem 6.5 in the case k = 1, i.e. ζ real-valued. For ζ vector-valued
we apply Theorem 6.5 to each component ζi, and then obtain ζ̃ by projecting onto the unit
ball in Rk. Let χ ∈ C0

c (X), 0 ≤ χ ≤ 1, with sptχ ⊂ U and χ ≡ 1 auf K. We now estimate

µ(U) ≥ φ(χζ̃) (µ is the variation measure)

=

∫
U
〈χζ̃, ζ〉 dλ (the representation property)

=

∫
U
χdλ−

∫
U
χ(〈ζ̃, ζ〉 − 1) dλ

≥ λ(K)− 2λ(E)

≥ λ(K)− 2ε.

Letting ε↘ 0 and U ↘ K we obtain µ(K) ≥ λ(K), and hence µ ≥ λ on all Borel sets by inner
approximation. By Borel regularity, any E ⊂ X has Borel hulls B,B′ ⊃ E for µ respectively
λ. We may assume B = B′, otherwise we pass to B∩B′. We now conclude that µ(E) = λ(E)
for all sets E. Next for given v ∈ Rk and any f ∈ C0

c (X) we have fv ∈ C0
c (X,Rk), therefore∫

X
〈fv, η〉 dµ =

∫
X
〈fv, ζ〉 dµ for all f ∈ C0

c (X).

Now C0
c (X) is dense in L1(µ)1, hence we have∫

X
fϕ dµ = 0 for all f ∈ L1(µ), where ϕ = 〈v, η − ζ〉.

Taking f = χKsignϕ for K compact yields ϕ = 0. We �nally choose for v the standard basis
vectors and conclude η = ζ, which �nishes the proof of uniqueness.

Proof. (existence) We take µ as the variation measure |φ|. For any v ∈ Rk, |v| = 1, let

φv : C0
c (X)→ R, φv(f) = φ(fv).

1Aufgabe 1, Serie 4
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Our goal is to show that φv extends to a continuous linear functional on L1(µ). By duality
L1(µ)′ = L∞(µ), we then obtain functions ηi ∈ L∞(µ) such that for all f ∈ C0

c (X,Rk)

φ(f) =
k∑
i=1

φ(fiei) =
k∑
i=1

φei(fi) =
k∑
i=1

∫
X
fiηi dµ =

∫
X
〈f, η〉 dµ.

Then we consider µ̃ = µx|η| and

η̃(x) =

{
η(x)/|η(x)| if η(x) 6= 0,

0 if η(x) = 0.

It follows that |η̃(x)| = 1 for µ̃-almost all x ∈ X, and

φ(f) =

∫
X
〈f, η〉 dµ =

∫
X
〈f, η̃〉 |η| dµ =

∫
X
〈f, η̃〉 dµ̃.

This proves existence. Moreover, the proof of uniqueness now implies µ̃ = |φ| = µ, hence
|η| = 1 µ-almost everywhere, and µ, η solve the representation problem.

We now address the extension problem. To estimate φv we introduce the functional

ϕ : C0
c (X,R+

0 )→ R+
0 , ϕ(f) = sup{φ(g) : g ∈ C0

c (X,Rk), |g| ≤ f}.

We claim that
µ(U) = sup{ϕ(χ) : χ ∈ C0

c (X,R+
0 ), sptχ ⊂ U, χ ≤ 1}. (6.4)

Namely for g ∈ C0
c (X,Rk) with sptg ⊂ U and |g| ≤ 1 we have

φ(g) ≤ ϕ(|g|) ≤ sup{ϕ(χ) : χ ∈ C0
c (X,R+

0 ), sptχ ⊂ U, χ ≤ 1}.

On the other hand, for χ ∈ C0
c (X,R+

0 ) with χ ≤ 1 we have

ϕ(χ) = sup{φ(g) : g ∈ C0
c (X,Rk), |g| ≤ χ} ≤ µ(U).

Claim 1: ϕ is a half-linear functional on C0
c (X), which means that

ϕ(αf) = αϕ(f) for f ∈ C0
c (X,R+

0 ), α ≥ 0,

ϕ(f1 + f2) = ϕ(f1) + ϕ(f2) for f1,2 ∈ C0
c (X,R+

0 ).

Proof. The �rst line is by de�nition. For the second let g1,2 ∈ C0
c (X,Rk) with |gi| ≤ fi and

φ(gi) ≥ ϕ(fi)− ε. Then we have, choosing the sign appropriately,

ϕ(f1) + ϕ(f2)− 2ε ≤ |φ(g1)|+ |φ(g2)| = |φ(g1 ± g2)| ≤ ϕ(f1 + f2).

For the reverse inequality let g ∈ C0
c (X,Rk) be given with |g| ≤ f1 + f2. Consider

gi =

{
fi

f1+f2
g falls f1 + f2 > 0,

0 sonst.

Then |gi| ≤ fi, in particular gi ∈ C0
c (X,Rk). As g = g1 + g2 we have

|φ(g)| ≤ |φ(g1)|+ |φ(g2)| ≤ ϕ(f1) + ϕ(f2),

hence ϕ(f1 + f2) ≤ ϕ(f1) + ϕ(f2).

Claim 2: We have ϕ(f) =
∫
X f dµ for all f ∈ C0

c (X,R+
0 ).
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Proof. For ε > 0 we take numbers 0 = t0 < . . . < tN <∞ with

|ti − ti−1| < ε, max f ∈ (tN−1, tN ) and µ(f−1{ti}) = 0 für i = 1, . . . , N.

As µ(sptf) <∞, the set of t > 0 with µ(f−1{t}) > 0 is at most countable, so that the choice
of the ti is possible. We put Ui = f−1(ti−1, ti) for i = 1, . . . , N , these are open sets.

Estimate of ϕ(f) from below:
Let χi ∈ C0

c (X,R+
0 ) with sptχi ⊂ Ui, χi ≤ 1 for i = 1, . . . , N . Then

∑N
i=1 ti−1χi ≤ f . Now ϕ

is monotone by de�nition, hence we obtain

N∑
i=1

ti−1ϕ(χi) = ϕ
( N∑
i=1

ti−1χi

)
≤ ϕ(f).

We take the supremum with respect to the χi. From (6.4) we get
∑N

i=1 ti−1µ(Ui) ≤ ϕ(f), and
further ∫

X
f dµ ≤

N∑
i=1

tiµ(Ui) ≤
N∑
i=1

(ti−1 + ε)µ(Ui) ≤ ϕ(f) + εµ(sptf).

Estimate of ϕ(f) from above:
For i = 1, . . . , N choose Vi ⊃ U i open with µ(Vi) ≤ µ(U i) + ε

N . There exist χi ∈ C0
c (Vi) such

that sptχi ⊂ Vi, 0 ≤ χi ≤ 1 und χi ≡ 1 on U i. Then f ≤
∑N

i=1 tiχi µ-almost everywhere,
hence we can estimate

ϕ(f) ≤
N∑
i=1

tiϕ(χi)

≤
N∑
i=1

(ti−1 + ε)µ(Vi) (by (6.4))

≤
N∑
i=2

(ti−1 + ε)
(
µ(U i) +

ε

N

)
+ ε
(
µ(U1) +

ε

N

)
≤

N∑
i=2

ti−1 µ(U i) + ε
N∑
i=1

µ(U i) +
ε

N

N∑
i=2

ti−1 + Cε2

≤
∫
f dµ+ ε µ(sptf) + ε ‖f‖C0(X) + Cε.

Claim 2 follows by letting ε ↘ 0 in both estimates. Finally, for f ∈ C0
c (X) we have φv(f) =

φv(f
+)− φv(f−). We conclude

|φv(f)| ≤ |φv(f+)|+ |φv(f−)| ≤ ϕ(f+) + ϕ(f−) =

∫
X
|f | dµ.

Thus φv extends to a continuous functional on L1(µ), which completes the proof.

It remains for us to prove Lusin's theorem. We will apply th following classical extension
result.
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Lemma 6.6 (Tietze). Let C ⊂ (X, d) be closed and f : C → R be continuous. Then there
exists an extension f̃ ∈ C0(X) such that ‖f̃‖C0(X) = supx∈C |f(x)|.

Proof. We may assume 1 ≤ f ≤ 2, otherwise consider 2 + 2
π arctan f . We now de�ne

f̃(x) = inf
y∈C

f(y)
d(x, y)

d(x,C)
if x ∈ X\C, or equivalently d(x,C) > 0.

We have inf f ≤ f̃ ≤ sup f : the lower bound follows since d(x, y)/d(x,C) ≥ 1, the upper
bound is obtained by choosing y ∈ C with d(x, y) < (1 + ε)d(x,C). We show the continuity
of f̃ �rst for a point x0 ∈ ∂C. Let x ∈ Bδ(x0)\C and y ∈ C with d(x, y) < (1 + α)d(x,C)
where α ∈ (0, 1]. Then

d(x0, y) ≤ d(x0, x) + d(x, y) < d(x0, x) + (1 + α)d(x,C) < (2 + α)d(x0, x) ≤ 3δ.

Putting ε(δ) = sup|y−x0|≤δ |f(y)− f(x0)| we obtain the estimate

f(x0)− ε(3δ) ≤ f(y)
d(x, y)

d(x,C)
≤ (1 + α)f(x0) + 2ε(3δ).

For d(x, y) ≥ 2d(x,C) we have the trivial bound

f(y)
d(x, y)

d(x,C)
≥ 2 inf f ≥ f(x0).

Taking α = 1 we obtain the lower bound

f̃(x) ≥ f(x0)− ε(3δ)→ f(x0) as δ ↘ 0.

On the other hand, for any α > 0 there exists y ∈ C such that d(x, y) < (1 + α)d(x,C), so
that by letting α↘ 0 we obtain the upper bound

f̃(x) ≤ f(x0) + 2ε(3δ)→ f(x0) as δ ↘ 0.

The continuity on X\C follows easily from the triangle inequlity: using 1 ≤ f ≤ 2 we have

inf
y∈C

f(y)d(x1, y) ≤ inf
y∈C

f(y)d(x2, y) + 2d(x1, x2).

Thus infy∈C f(y)d(x, y) is Lipschitz on X\C. The same holds for d(x,C), and therefore f̃ is
continuous on X\C as quotient of continuous functions.

Proof. (Theorem 6.5) Consider the sets

Aj,k = {x ∈ A :
k

j
≤ f(x) <

k + 1

j
} für j ∈ N, k ∈ Z.

As µxA is a Radon measure, we can choose compact sets Kj,k ⊂ Aj,k such that µ(Aj,k\Kj,k) <
2−j−|k|ε/3. Hence

lim
N→∞

µ
( N⋃
k=−N

Kj,k

)
= µ

(
A\

∞⋃
k=−∞

Kj,k

)
<

∞∑
k=−∞

2−j−|k|ε/3 = 2−jε.
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For Nj ∈ N su�ciently large we then have µ(Kj) < 2−jε where Kj =
⋃Nj
k=−Nj Kj,k. Thus for

K =
⋂∞
j=1Kj we obtain

µ(A\K) ≤ µ
( ∞⋃
j=1

A\Kj

)
≤
∞∑
j=1

µ(A\Kj) < ε.

Now consider the functions fj : A → R, fj(x) = j
k for x ∈ Aj,k. By compactness the sets

Kj,k ⊂ Aj,k are at positive distance, so that fj is locally constant on Kj ⊃ K, in particular
continuous. But |f(x)− fj(x)| ≤ 1

j → 0 as j →∞, hence the uniform limit f |K is continuous.
Using the Tietze extension from Lemma 6.6 the theorem follows.

We denote by C0
c (X)′ the space of linear functionals Λ on C0

c (X), i.e. Λ is linear and for any
compact set K ⊂ X we have

|Λ(f)| ≤ C(K) ‖f‖C0(X) for all f ∈ C0
c (X) with spt f ⊂ K.

De�nition 6.7. Let Λk,Λ ∈ C0
c (X)′. We say that Λk → Λ weak∗ in C0

c (X)′ if

Λk(f)→ Λ(f) for all f ∈ C0
c (X).

Any Radon measure induces a (nonnegative) linear functional by integration. The correspond-
ing weak convergence of Radon measures, notation µk → µ, is given by∫

X
f dµk →

∫
X
f dµ for all f ∈ C0

c (X).

A simple approximation argument shows that if µk converges weakly then the weak limit µ is
unique. Moreover then µk(K) is bounded for any compact set K ⊂ X.

Lemma 6.8. Let X be a locally compact, separable metric space. For Radon measures µk and
µ on X the following statements are equivalent:

(1) µk → µ weakly as Radon measures,

(2) For all open U and all compact K we have

µ(U) ≤ lim inf
k→∞

µk(U) and µ(K) ≥ lim inf
k→∞

µk(K),

(3) For any bounded Borel set B with µ(∂B) = 0 we have µ(B) = limk→∞ µk(B).

Proof. The claims are proved step by step.
(1)⇒ (2): Let U be open. For compact K ⊂ U choose χ ∈ C0

c (X) with 0 ≤ χ ≤ 1, sptχ ⊂ U
and χ = 1 on K. Then

µ(K) ≤
∫
X
χdµ = lim

k→∞

∫
X
χdµk ≤ lim inf

k→∞
µk(U).

Taking the supremum over all such K the lower semicontinuity for open U follows. Now for
given compact K we choose U ⊃ K open and then χ as above, we obtain

µ(U) ≥
∫
X
χdµ = lim

k→∞

∫
X
χdµk ≥ lim sup

k→∞
µk(K).
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Taking the in�mum over all such U proves the upper semicontinuity for compact K.

(2)⇒ (3): Note that B is compact. Therefore we can estimate

µ(B) = µ(intB) ≤ lim inf
k→∞

µk(intB) ≤ lim sup
k→∞

µk(B) ≤ µ(B) = µ(B).

(3) ⇒ (1): We may assume f ∈ C0
c (X,R+

0 ), otherwise we decompose f = f+ − f−. Let
B = BR(x0) such that spt f ⊂ B and µ(∂B) = 0. Then choose 0 = t0 < . . . < tN with
|ti−ti−1| < ε, tN > max f and µ({f = ti}) = 0 for i = 1, . . . , N . Putting Ai = {ti−1 ≤ f ≤ ti}
for i = 2, . . . , N we have

N∑
i=2

ti−1χAi ≤ f ≤ t1χB +
N∑
i=2

tiχAi , thus

Integrating with respect to µk yields

N∑
i=2

ti−1µk(Ai) ≤
∫
f dµk ≤ t1µk(B) +

N∑
i=2

tiµk(Ai).

Letting k →∞ we see that

lim sup
k→∞

∫
f dµk ≤ t1µ(B) +

N∑
i=2

tiµ(Ai) ≤
N∑
i=2

ti−1µ(Ai) + 2ε µ(B) ≤
∫
f dµ+ 2ε µ(B).

The lower bound follows similarly,

lim inf
k→∞

∫
f dµk ≥

N∑
i=2

ti−1µk(Ai) ≥
N∑
i=2

tiµk(Ai) + t1µ(B)− 2ε µ(B) ≥
∫
f dµ− 2ε µ(B).

Now (1) follows by letting ε↘ 0 in both estimates.

The following is an important application of the Riesz representation theorem.

Theorem 6.9 (Compactness for Radon measures). Let (X, d) be a locally compact, separable
metric space, and let µk be a sequence of Radon measures on X such that

sup
k∈N

µk(K) <∞ for all compact K ⊂ X.

Then there exists a Radon measure µ and a subsequence µk′ such that µk′ → µ weakly as
Radon measures on X.

To prove the theorem we need the following fact.

Lemma 6.10. Let (X, d) be locally compact and separable. Then C0
c (X) is separable.

Proof. We �rst assume that X is compact. For % > 0 we choose a covering B%(xj), 1 ≤ j ≤ N ,
and de�ne the partition of unity

χj =
χ̃j∑N
j=1 χ̃j

where χ̃j(x) =
(

1−
dist

(
x,B%(xj)

)
%

)+
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For given f ∈ C0(X) and any x ∈ X we estimate, observing χj(x) = 0 for d(x, xj) ≥ 2%,

∣∣∣f(x)−
N∑
j=1

f(xj)χj(x)
∣∣∣ =

∣∣∣ N∑
j=1

(
f(x)− f(xj)

)
χj(x)

∣∣∣ ≤ osc (f, 2%).

Taking %k = 1
k we obtain functions χj,k, 1 ≤ j ≤ Nk. Linear combinations of the χj,k with

coe�cients in Q are then dense. For general X the result follows by choosing an exhaustion
by a sequence of compact subsets.

Proof. (of Theorem 6.9) We assume that X is compact, thus we have by assumption

C := sup
k∈N

µk(X) <∞.

Choose a dense set of functions ϕj ∈ C0(X), j ∈ N. We have

sup
k∈N

∣∣∣ ∫
X
ϕj dµk

∣∣∣ ≤ C ‖ϕj‖C0(X).

Taking successive subsequences and then passing to the diagonal sequence we obtain

∃ lim
k→∞

∫
X
ϕj dµk for all j ∈ N.

On D = Span {ϕj : j ∈ N} we obtain the function

Λ : D → R, Λ(ϕ) = lim
k→∞

∫
X
ϕdµk.

Λ is well-de�ned, linear and satis�es the bound

|Λ(ϕ)| = lim
k→∞

∣∣∣ ∫
X
ϕdµk

∣∣∣ ≤ C ‖ϕ‖C0(X).

By density, Λ has a unique extension to a linear functional, also denoted by Λ, in C0(X)′ with
norm ‖Λ‖ ≤ C. Now by Theorem 6.4 there exists a Radon measure µ and a µ-measurable
function σ : X → {±1} such that

Λ(ϕ) =

∫
X
ϕσdµ for all ϕ ∈ C0(X).

We claim that σ = 1 µ-almost everywhere. If K ⊂ {σ = −1} is compact, then

ϕ(x) =
(

1− dist(x,K)

ε

)+
⇒ 0 ≤ Λ(ϕ) ≤ −µ(K) + µ

(
Uε(K)\K

)
.

Letting ε↘ 0 we have µ
(
Uε(K)\K

)
→ 0 and hence µ(K) = 0. As {σ = −1} is µ-measurable

it must be a null set, i.e.

Λ(ϕ) =

∫
X
ϕdµ for all ϕ ∈ C0(X).
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Finally, for any ϕ ∈ C0(X) and ϕ0 ∈ D we have∣∣∣Λ(ϕ)−
∫
ϕdµk

∣∣∣ ≤ ∣∣∣Λ(ϕ)− Λ(ϕ0)
∣∣∣+
∣∣∣Λ(ϕ0)−

∫
ϕ0 dµk

∣∣∣+
∣∣∣ ∫ ϕ0 dµk −

∫
ϕdµk

∣∣∣.
Letting k →∞ we conclude

lim sup
k→∞

∣∣∣Λ(ϕ)−
∫
ϕdµk

∣∣∣ ≤ 2C ‖ϕ− ϕ0‖C0(X).

By density of the set D we conclude that µk → µ weakly as Radon measures.

It would habe been clearer to state two results: �rst the sequential compactness in the space
C0
c (X)′, and second the fact that if the sequence is induced by Radon measures, then the limit

is again a Radon measure.
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Chapter 7

Lipschitz functions

In this short section we discuss two basic results about Lipschitz functions.

Theorem 7.1 (Lipschitz extension). Let (X, d) be a metric space. Assume that f : A → Rk
is Lipschitz where A ⊂ X. Then there exists a Lipschitz map f̃ : X → Rk such that f̃ = f on
A and Lip(f̃) ≤

√
k Lip(f).

Proof. We �rst consider the case k = 1, and de�ne

f̃ : X → R, f̃(x) = inf
a∈A

fa(x) where fa(x) = f(a) + Lip(f) d(x, a).

We have Lip(fa) = Lip(f), this implies for any a ∈ A

f̃(x) ≤ fa(x) ≤ fa(y) + Lip(f) d(x, y).

Taking the in�mum with respect to a shows Lip(f̃) ≤ Lip(f). Now for b ∈ A we have

f(b) ≤ f(a) + Lip(f) d(b, a) = fa(b) for all a ∈ A,

and equality is attained for a = b. This hows f̃ = f on A. In the vector-valued case, we apply
this extension to each component fi, and conclude

|f̃(x)− f̃(y)| =
( k∑
i=1

(
f̃i(x)− f̃i(y)

)2) 1
2 ≤
√
k Lip(f) d(x, y).

In the case X = Rn a result of Kirszbraun asserts the existence of an extension with the same
Lipschitz constant also in the vector-valued case. However this is not needed in the sequel.

Theorem 7.2 (Rademacher). Let f : Rn → R be locally Lipschitz. Then f has a classical
derivative Df(x) at Ln-almost every point x ∈ Rn.

The following fact is of independant interest.

Lemma 7.3. If f : Rn → R is locally Lipschitz, then f has weak derivatives ∂if ∈ L∞loc(Rn).
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Proof. We may assume that Lip(f) = L <∞. We consider the di�erence quotient operator

∂hi f(x) =
f(x+ hei)− f(x)

h
for i = 1, . . . , n.

By substitution we infer the integration by parts formula, for ζ ∈ C∞c (Rn) say,∫
Rn
∂hi f(x)ζ(x) dx =

∫
Rn
f(x)∂−hi ζ(x) dx.

Now ‖∂hi f‖L∞(Rn) ≤ L by assumption, thus we �nd a sequence hk → 0 such that ∂hi f → gi
weak∗ in L∞(Rn) = L1(Rn)′, moreover ‖gi‖L∞(Rn) ≤ L by lower semicontiuity of the dual
norm. Passing to the limit in the integration by parts formula yields∫

Rn
gi(x) ζ(x) dx = −

∫
Rn
f(x) ∂iζ(x) dx.

The means that f has the weak derivative ∂if = gi.

In the one-dimensional case, for given a < b and h > 0 small, we can take as test function

ζh(x) =


1
h(x− a) on [a, a+ h],
1
h(b− x) on [b− h, b],
1 on [a+ h, b− h].

Denoting by g = f ′ the weak derivative, we obtain∫ b

a
g(x) ζh(x) dx =

1

h

(∫ b

b−h
f(x) dx−

∫ a+h

a
f(x) dx

)
.

Letting h↘ 0 we deduce the fundamental theorem of calculus, in the form∫ b

a
g(x) dx = f(b)− f(a).

By Lebesgue di�erentiation, see (5.1), we conclude for almost every x ∈ R∣∣∣f(x+ h)− f(x)

h
− g(x)

∣∣∣ =
1

|h|

∣∣∣ ∫ x+h

x
(g(y)− g(x)) dy

∣∣∣
≤ 1

|h|

∫
|y−x|≤|h|

|g(y)− g(x)| dy h→0−→ 0.

This shows Rademacher's theorem in the case n = 1.

Proof. (Theorem 7.2) We assume L := Lip(f) < ∞. For v ∈ Rn with |v| = 1 we introduce
the upper and lower derivatives, taking values in [−L,L],

Dvf(x) = lim sup
t→0

f(x+ tv)− f(x)

t
and Dvf(x) = lim inf

t→0

f(x+ tv)− f(x)

t
.

As supremum/in�mum of continuous functions, Dvf and Dvf are lower/upper semicontinu-
ous, in particular Borel measurable. We introduce the bad set

Ev = {x ∈ Rn : Dvf(x) < Dvf(x)}.
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By the one-dimensional case, the set Ev ∩ (y+Rv) has zero L1 measure for any y ∈ v⊥. Using
Fubini's theorem we obtain

Ln(Ev) =

∫
y∈v⊥

L1
(
Ev ∩ (y + Rv)

)
dLn−1(y) = 0.

We next show thatDvf =
∑n

i=1 viDeif almost everywhere. For this we use that both functions
are weak derivatives, in fact for any ζ ∈ C∞c (Rn) we have by dominated convergence∫

Rn
Dvf(x)ζ(x) dx = lim

t↘0

∫
Rn

f(x+ tv)− f(x)

t
ζ(x) dx

= lim
t↘0

∫
Rn
f(x)

ζ(x− tv)− ζ(x)

t
dx

= −
∫
Rn
f(x)Dvζ(x) dx

= −
n∑
i=1

vi

∫
Rn
f(x)Deiζ(x) dx

=

∫
Rn

( n∑
i=1

viDeif(x)
)
ζ(x) dx.

Our claim follows by the fundamental lemma of the calculus of variations. Note that the
calculation also shows that the pointwise derivative Dvf is also the weak derivative. Now let
vk, k ∈ N, be dense in Sn−1 and de�ne G as the set of x ∈ Rn with the following conditions:

• Deif(x) exists for i = 1, . . . , n,

• Dvkf(x) exists for all k ∈ N,

• Dvkf(x) =
∑n

i=1 v
i
kDeif(x) for all k ∈ N.

We have proved that Rn\G is a null set. We claim that Df(x) = g(x) for x ∈ G in the
classical sense, where g(x) =

∑n
i=1Deif(x)ei. Put

Q(v, t) =
f(x+ tv)− (f(x) + 〈g(x), tv〉

t
for any v ∈ Sn−1.

The equation Df(x) = g(x) follows if we show that

sup
|v|=1
|Q(v, t)| → as t→ 0. (7.1)

In fact then we can estimate

|f(x+ h)− (f(x) + 〈g(x), h〉)|
|h|

=
∣∣∣Q( h|h| , |h|)∣∣∣ ≤ sup

|v|=1
|Q(v, |h|)→ 0 as h→ 0.

For x ∈ G we have Q(vi, t)→ 0 as t→ 0. Moreover

|Q(v, t)−Q(w, t)| ≤ |f(x+ tv)− f(x+ tw)|
|t|

+ |〈g(x), v − w〉| ≤ (1 +
√
n)L |v − w|.
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Given % > 0 there exists an N ∈ N such that Sn−1 ⊂
⋃N
i=1B%(vi). For v ∈ Sn−1 we choose

i ∈ {1, . . . , N} with v ∈ B%(vi) and estimate

|Q(v, t)| ≤ |Q(vi, t)|+ (1 +
√
n)L |v − vi| ≤ max

1≤j≤N
|Q(vj , t)|+ (1 +

√
n)L%.

Taking the supremum with respect to v ∈ Sn−1 and then letting t→ 0 we obtain

lim sup
t→0

sup
|v|=1
|Q(v, t)| ≤ (1 +

√
n)L%.

Letting now %↘ 0 shows (7.1), and the theorem is proved.

Corollary 7.4. The following statements hold.

(1) If f : Rn → R is Lipschitz, then Df(x) = 0 a. e. on {f = 0}.

(2) If f, g : Rn → Rn are Lipschitz, then Dg(f(x))Df(x) = Id a. e. on {g ◦ f = id}.

Proof. Let ∂if ∈ L∞(Rn) be the weak derivatives, see Lemma 7.3. We claim that

∂if
+ = χ{f>0} ∂if and ∂if

− = −χ{f<0} ∂if.

Fom this we get almost everywhere

∂if = ∂if
+ − ∂if− = 0 on the set {f = 0}.

To compute ∂if
+ we approximate by χε ◦ f where

χε(s) =

{√
s2 + ε2 − ε for s ≥ 0,

0 for s ≤ 0.

Note that χε ∈ C1(R) with derivative

χ′ε(s) =

{
s√

s2+ε2
for s ≥ 0,

0 for s ≤ 0.

Using molli�cation of f we verify the weak chain rule, for any ϕ ∈ C∞c (Rn),∫
Rn
χε ◦ f ∂iϕ = −

∫
Rn
χ′ε ◦ f (∂if)ϕ.

Letting ε↘ 0 we conclude ∫
Rn
f+ ∂iϕ = −

∫
Rn
χ{f>0} ∂if ϕ.

The formula for f− follows by using f− = (−f)+, which completes the proof of claim (1).

In the second claim, we know by Rademacher that the sets Ef and Eg where the deriva-
tives don't exist are null sets. By the classical chain rule, we have

D(g ◦ f)(x) = Dg(f(x)Df(x) for all x /∈ Ef ∪ {x : f(x) ∈ Eg}.

But g(f(x)) = x and f(x) ∈ Eg implies x ∈ g(Eg), which is also a null set. (2) now follows
from (1), applied to the function (g ◦ f)(x)− x.



Chapter 8

The area formula

In this section we consider Lipschitz maps f : U → Rm where U ⊂ Rn and n ≤ m. The goal is
the area formula, which computes the Hn-measure of the image, counted appropriately with
multiplicities, in terms of the Jacobian integral.

De�nition 8.1. Let f : U → Rm where U ⊂ Rn is open and n ≤ m. If f is di�erentiable at
x ∈ U then the Jacobian is de�ned by

Jf(x) =
√

det Df(x)TDf(x).

The matrixDf(x)TDf(x) ∈ Rn×n is symmetric and positive semi-de�nit. In fact, with respect
to the standard scalar products on Rn and Rm we have

〈Df(x)TDf(x)v, v〉 = |Df(x)v|2 for any v ∈ Rn.

In particular Jf(x) > 0 if and only if Df(x) has rank n.

Lemma 8.2. Let f : Rn → Rm, f(x) = y0 + Lx, be a�ne-linear where n ≤ m. Then

Hn(f(A)) = JLLn(A) for all A ⊂ Rn.

Proof. We assume y0 = 0. The Hn-measure is invariant under S ∈ O(m), and

J(SL) =
√

det (SL)TSL =
√

detLTSTSL =
√

detLTL = JL.

Therefore we can assume L = IM where M ∈ End(Rn) and I : Rn → Rn × {0} ⊂ Rm is the
inclusion map. In particular

JL =
√

det (IM)TIM =
√

detMTITIM =
√

detMTM = | detM |.

By de�nition of Hausdor� measure, we see that IM(A) andM(A) have the same Hn-measure.
Using Hn = Ln on Rn, see Theorem 3.11, and the transformation formula we get

Hn(IM(A)) = Hn(M(A)) = Ln(M(A)) = |detM | Ln(A).
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Lemma 8.3. Let f ∈ C1(Rn,Rm) where n ≤ m, and let x0 ∈ Rn with Jf(x0) > 0. Then
there exists a neighborhood U of x0 with the following properties:

(1) f |U is injective,

(2) f(A) is Borel for any Borel set A ⊂ U ,

(3) Hn(f(A)) =
∫
A Jf dL

n for A ⊂ U Borel.

Proof. We �rst assume that f is a graph over U ⊂ Rn, more precisely

f : U → Rn × Rm−n = Rm, f(x) = (x, u(x)).

Then f is trivially injective, moreover we have the di�eomorphism

F : U × Rm−n → U × Rm−n, F (x, y) = (x, y + u(x)),

As f(A) = F (A× {0} we see that f maps Borel sets to Borel sets. Now let

µ(E) = Hn(f(E)) for E ⊂ U.

Clearly µ is an outer measure on U . For A,B ⊂ U we have dist(f(A), f(B)) ≥ dist(A,B),
thus dist(A,B) > 0 implies (see also Lemma 3.2)

µ(A ∪B) = Hn(f(A) ∪ f(B)) = Hn(f(A)) +Hn(f(B)) = µ(A) + µ(B).

To construct a Borel hull for E ⊂ U , we choose B ⊃ f(E) Borel with Hn(B) = Hn(f(E)) =
µ(E). We can assume B ⊂ f(U), otherwise we pass to B ∩ f(U) which is again Borel. Now
π(B) is Borel and contains π(f(E)) = E, furthermore

µ
(
π(B)) = Hn(f(π(B)) = Hn(B) = µ(E).

Finally, for K ⊂ U compact and E ⊂ K we have, using Lemma 3.3 and Theorem 3.11,

µ(E) = Hn(f(E)) ≤ LnHn(E) = Ln Ln(E) where L = Lip(f |K).

Thus µ is �nite on compact subsets, and it is absolutely continuous with respect to Ln. The
lemma follows by Radon-Nikodym, Theorem 5.3, if we show that

DLnµ(x) = Jf(x) for all x ∈ U. (8.1)

For �xed x ∈ U we consider the remainder function

ϕ : U → Rm−n, ϕ(y) = u(y)−
(
u(x) +Du(x)(y − x)〉

)
.

Furthermore we de�ne φ, ψ : U × Rm−n → U × Rm−n by

φ(y, z) =
(
y, z + ϕ(y)

)
and ψ(y, z) =

(
y, z − ϕ(y)

)
.

Clearly φ ◦ ψ = ψ ◦ φ = idU×Rm−n . Moreover

Dφ(y, z) =

(
En 0

Dϕ(y) Em−n

)
and Dψ(y, z) =

(
En 0

−Dϕ(y) Em−n

)
.
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As Dϕ(x) = 0 we have Dφ(x, z) = Dψ(x, z) = Em. Moreover given ε > 0 we can choose
% > 0 such that

|Dϕ(y)| = |Du(y)−Du(x)| < ε for all y ∈ B%(x).

By the Lipschitz estimate, Lemma 3.3, we have

1

(1 + ε)n
Hn
(
ψ(f(B%(x)))

)
≤ Hn

(
f(B%(x))

)
≤ (1 + ε)nHn

(
ψ(f(B%(x)))

)
.

Now observe that ψ ◦ f is a�ne, in fact

ψ(f(y)) = (y, u(y)− ϕ(y)) = (y, u(x) +Du(x)(y − x)
)
.

We compute D(ψ ◦ f)(x) = Dψ(x, u(x))Df(x) = Df(x). Using Lemma 8.2 we obtain

Hn
(
ψ(f(B%(x)))

)
= Jf(x)Ln(B%(x)).

Combining with the inequalities above shows (8.1).

It remains to give the reduction to the graphical case. By passing to S(f − f(x0)) where
S ∈ O(m), we can arrange that f(x0) = 0 and Df(x0) = IM where M ∈ GL(Rn) and
I : Rn → Rm is the inclusion. Let π : Rm → Rn be the projection, then

D(π ◦ f)(x0) = πDf(x0) = M.

By the inverse function theorem, there exists a neighborhood U of x0 and a % > 0 such that
ϕ = (π ◦ f) : U → B%(0) is a di�eomorphism. By de�nition

π ◦ f ◦ ϕ−1(y) = y for y ∈ B%(0).

Let π⊥ : Rm → Rm−n be the projection onto the last m− n coordinates, and de�ne

u : B%(0)→ Rm−n, u(y) = π⊥ ◦ f ◦ ϕ−1(y).

It follows that f ◦ ϕ−1(y) = (y, u(y)) =: g(y) for all y ∈ B%(0). As f = g ◦ ϕ it is in-
jective and maps Borel sets to Borel sets, moreover for A ⊂ U we compute using Jf(x) =
Jg(ϕ(x)) |detDϕ(x)| and the transformation formula

Hn(f(A)) = Hn(g(ϕ(A)) =

∫
ϕ(A)

Jg(y) dLn(y) =

∫
A
Jf(x) dLn(x).

Lemma 8.4. Let f ∈ C1(Rn,Rm) where n ≤ m, and let A ⊂ {Jf > 0} be Borel. Then the
muliplicity H0(A ∩ f−1{y}) is Borel measurable on Rm, and∫

A
Jf(x) dLn(x) =

∫
Rm
H0(A ∩ f−1{y}) dHn(y).
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Proof. For x ∈ A choose U(x) as in Lemma 8.3. It is a fact that A is then covered by a
countable collection U(xj), j ∈ N (for example, this follows by Vitali's theorem). De�ne

Aj = A ∩ U(xj)\
j−1⋃
i=1

U(xi).

As f |Aj is injective we have H0(Aj ∩ f−1{y}) = χf(Aj)(y). The set f(Aj) is Borel, hence
the mulitiplicity of Aj is Borel measurable. We now compute by Lemma 8.3 and monotone
convergence ∫

A
Jf dHn =

∞∑
j=1

∫
Aj

Jf dHn

=
∞∑
j=1

∫
Rn
H0(Aj ∩ f−1{y}) dHn(y)

=

∫
Rn
H0(A ∩ f−1{y}) dHn(y).

Lemma 8.5. Let f ∈ C1(Rn,Rm) where n ≤ m. Then the image of the set {Jf = 0} has
Hn-measure zero.

Proof. We consider the C1 immersion fε : Rn → Rn × Rm, fε(x) = (εx, f(x)). We compute

Dfε(x)TDfε(x) = ε2 En +Df(x)TDf(x).

The eigenvalues of Df(x)TDf(x) are nonnegative, we denote them by λ1 ≤ . . . ≤ λn. Then
λi ≤ |Df(x)|2 for i = 1, . . . , n, moreover since Jf(x) = 0 we have λ1 = 0. Thus

0 < εn ≤ Jfε =
√

det (ε2En +DfTDf) ≤
(
ε2 + |Df |2

)n−1
2 ε.

Now f = π ◦ fε where π is the projection onto Rm. For A = {Jf = 0} ∩BR(0) we obtain by
Lemma 3.3 and Lemma 8.4

Hn(f(A)) ≤ Hn(fε(A)) ≤
∫
Rm
H0(A ∩ f−1

ε {y}) dHn(y) =

∫
A
Jfε dLn.

As Jfε → 0 uniformly on A for ε↘ 0 the claim of the lemma follows.

Theorem 8.6 (area formula). Let f : Rn → Rm, n ≤ m, be locally Lipschitz, and let A ⊂ Rn
be Ln-measurable. Then H0(A ∩ f−1{y}) is Hn-measurable on Rm, and we have∫

A
Jf(x) dLn(x) =

∫
Rm
H0(A ∩ f−1{y}) dHn(y).

Proof. Assume �rst f ∈ C1(Rn,Rm) and A Borel. Let A+ = A ∩ {Jf > 0} and A0 =
A ∩ {Jf = 0}. Then by Lemmas 8.4 and 8.5 we know that

• H0(A+ ∩ f−1{y}) is Borel measurable,
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• H0(A0 ∩ f−1{y}) = 0 for Hn-almost every y ∈ Rm.

In fact, A0 ∩ f−1{y} 6= ∅ implies y ∈ f(A0), which is a Hn null set. Now∫
A+

Jf(x) dLn(x) =
∫
Rm H

0(A+ ∩ f−1{y}) dHn(y),∫
A0

Jf(x) dLn(x) =
∫
Rm H

0(A0 ∩ f−1{y}) dHn(y).

The area formula follows by adding the identities. To generalize the formula to Lipschitz maps
we apply the following C1 extension result.

Theorem 8.7 (Whitney). Let f : Rn → R be locally Lipschitz. Then for any ε > 0 there
exists a function f̃ ∈ C1(Rn) such that

Ln
(
{f̃ 6= f} ∪ {Df̃ 6= Df}

)
< ε.

The proof of the Whitney extension is involved, we refer to sections 6.5. and 6.6 in Evans-
Gariepy. To continue with the area formula, assume now that A is Ln-measurable, and let
f : Rn → Rm be locally Lipschitz. Choose fk ∈ C1(Rn,Rm) such that

Ln
(
{fk 6= f} ∪ {Dfk 6= Df}

)
≤ 2−k.

Let Ck ⊃ {fk 6= f} ∪ {Dfk 6= Df} be Borel sets also with Ln(Ck) ≤ 2−k, and put

Bk =

∞⋃
j=k

Cj , hence Ln(Bk) ≤ 21−k.

Finally choose B ⊂ A Borel with Ln(A\B) = 0. The sequence Bk is decreasing, furthermore
fk = f and Dfk = Df on B\Bk. As

⋂∞
k=1Bk and A\B are Ln null sets and f is locally

Lipschitz, the sets f
(⋂∞

k=1Bk
)
and f(A\B) are Hn null sets. It follows that for Hn-almost

all y ∈ Rm we have

H0
( ∞⋂
k=1

Bk ∩ f−1{y}
)

= 0 and H0
(
A\B ∩ f−1{y}

)
= 0.

Therefore we have, again for Hn almost all y ∈ Rm,

H0(A ∩ f−1{y}) = H0
(
B\

∞⋂
k=1

Bk ∩ f−1{y}
)

= lim
k→∞

H0
(
B\Bk ∩ f−1{y}

)
(continuity of H0 measure)

= lim
k→∞

H0
(
B\Bk ∩ f−1

k {y}
)

(f = fk on B\Bk).
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It follows that H0(A ∩ f−1{y}) is Hn measurable, and we conclude∫
A
Jf dLn = lim

k→∞

∫
B\Bk

Jf dLn (monotone convergence)

= lim
k→∞

∫
B\Bk

Jfk dLn (Jf = Jfk on B\Bk)

= lim
k→∞

∫
H0
(
B\Bk ∩ f−1

k {y}
)
dHn(y) (fk ∈ C1, B\Bk Borel)

= lim
k→∞

∫
H0
(
B\Bk ∩ f−1{y}

)
dHn(y) (f = fk on B\Bk)

=

∫
Rm
H0(A ∩ f−1{y}) dHn(y) (monotone convergence).

Corollary 8.8. Let f : Rn → Rm, n ≤ m, be locally Lipschitz. Then for any Ln-measurable
function g : Rn → [0,∞) the function

∑
x∈f−1{y} g(x) is Hn-measurable, and∫

Rn
g(x)Jf(x) dLn(x) =

∫
Rm

∑
x∈f−1{y}

g(x) dHn(y). (8.2)

Proof. For g = χA where A ⊂ Rn is Ln-measurable the statement follows from Theorem 8.6.
The general case is then deduced by monotone approximation with step functions.

Up to now we assumed n ≤ m, but of course the case when n ≥ m is also of interest. The
Jacobian of a map f ∈ C1(Rn,Rm) is then de�ned by

Jf(x) =
√

detDf(x)Df(x)T.

A wellknown case is the so-called onion formula, where f : Rn → R is given by f(x) = |x|,
with Jf(x) = 1 for all x 6= 0. We have

Ln(A) =

∫ ∞
0
Hn−1(A ∩ f−1{r}) dr.

This is a special case of the following theorem.

Theorem 8.9 (coarea formula). Let f : Rn → Rm, n ≥ m, be locally Lipschitz. If A ⊂ Rn is
Ln-measurable, then the function Hn−m(A ∩ f−1{y}) is Lm-measurable on Rm, and∫

A
Jf(x) dLn(x) =

∫
Rm
Hn−m(A ∩ f−1{y}) dLm(y). (8.3)

For the proof we refer to section 3.4 in Evans-Gariepy. We note the following consequence,
the proof is left to the reader.

Corollary 8.10 (C1-Sard). Let f ∈ C1(Rn,Rm) where n ≥ m. Then for Lm-almost all
y ∈ Rm the set f−1{y} is a union of a (n−m)-dimensional C1 submanifold and a closed set
of Hn−m-measure zero.



Chapter 9

Recti�able sets

In geometric measure theory, the class of recti�able sets generalizes the class of C1 submani-
folds. In particular we will introduce a measure-theoretic notion of tangent space. Throughout
the section we assume that n ≤ m.

De�nition 9.1 (recti�able set). A set M ⊂ Rm is called countably n-recti�able, if there exist
functions fj ∈ Lip(Rn,Rm), j ∈ N, such that

Hn
(
M\

∞⋃
j=1

fj(Rn)
)

= 0. (9.1)

Lemma 9.2. A set M ⊂ Rm is countably n-recti�able if and only if there exist n-dimensional
C1-submanifolds Nj, j ∈ N, such that

Hn
(
M\

∞⋃
j=1

Nj

)
= 0. (9.2)

Proof. Any C1 submanifold N ⊂ Rm is a countable union of Lipschitz graphs. In fact, for
any x ∈ N there exists %(x) ∈ (0, 1] such that N ∩ B5%(x)(x) is a Lipschitz graph. By Vitali
N is covered by balls B5%(xi)(xi), i ∈ I, where the balls B%(xi)(xi) are disjoint. In particular,
the set I is countable.

For the reverse direction, we may assume M ⊂ f(Rn) where f ∈ Lip(Rn,Rm). By Lusin's
theorem, see Theorem 6.5, there exist fj ∈ C1(Rn,Rm) such that Ln({fj 6= f}) < 1

j . Put
Cj = {Jfj = 0}, then we can write

fj(Rn\Cj) =

∞⋃
k=1

Nj,k,

where Nj,k are C1 submanifolds. This follows by a covering argument similar to the above,
using that fj is locally an embedding on Rn\Cj . The remaining set E of all x ∈ Rn with
f(x) /∈ fj(Rn\Cj) for any j is contained in E0 ∪ E1 where

E0 =
∞⋂
j=1

{fj 6= f} and E1 =
∞⋃
j=1

{f = fj} ∩ Cj .
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Clearly Ln(E0) = 0 and hence Hn(f(E0)) = 0. For E1 we estimate by the area formula

Hn
(
f({f = fj} ∩ Cj)

)
≤ Hn(fj(Cj)) ≤

∫
Cj

Jfj dLn = 0.

We now introduce a measure-theoretic concept of tangent space. We denote by G(n,m) the
set of all n-dimensional vector subspaces E ⊂ Rm. We may identify E with the orthogonal
projection PE onto E, then G(n,m) becomes the set

G(n,m) = {P ∈ Rm×m : P 2 = P = PT, trP = n}.

P 2 = P means that P is a projection, that is Rm = kerP ⊕ imP and P = Id on imP . The
condition PT = P yields that kerP and imP are orthogonal. Finally, the equation trP = n
implies that P has rank n. Note that

|P |2 = tr (PTP ) = trP = n,

hence G(n,m) is contained in the sphere of radius
√
n in the space of symmetric matrices. In

particular G(n,m) is compact.

De�nition 9.3 (approximate tangent space). Let µ be a Radon measure on Rm and x ∈ Rm.
Then µ has approximate tangent space P ∈ G(n,m) at x with multiplicity θ > 0, if

µx,λ → θHnxP in C0
c (Rm)′ as λ↘ 0 where µx,λ(A) = λ−nµ(x+ λA). (9.3)

It is sometimes useful to write µx,λ = λ−nηx,λ(µ) where ηx,λ(y) = y−x
λ . In fact then

ηx,λ(µ)(A) = µ(η−1
x,λ(A)) = µ(x+ λA).

Of course we need to check that the concept is well-de�ned. If µ = HnxM where M is an
n-dimensional C1 submanifold, then the approximate tangent space at x ∈ M should be the
classical tangent space TxM , with multiplicity θ = 1. More generally, let M be the image
of an immersion with k sheets passing through x ∈ M . If the tangent spaces of these sheets
are all equal to P ∈ G(n,m), then HnxM should have approximate tangent space P at x
with multiplicity θ = k. Otherwise, the approximate tangent space should not exist. The
veri�cation of these facts is left to the reader.

Lemma 9.4. Assume that µ has approximate tangent space P ∈ G(n,m) at the point x with
multiplicity θ > 0. Then the following holds:

(1) θn(µ, x) = θ,

(2) P and θ are uniquely determined.

Proof. Let f, g ∈ C0
c (Rm) such that f ≤ χB1(0) ≤ g. Then we have for n = dimP

θ

∫
P
f dHn = lim

λ↘0

∫
f dµx,λ ≤ lim inf

λ↘0
µx,λ(B1(0)) = αn lim inf

λ↘0

µ(Bλ(x))

αnλn
,

θ

∫
P
g dHn = lim

λ↘0

∫
g dµx,λ ≥ lim sup

λ↘0
µx,λ(B1(0)) = αn lim sup

λ↘0

µ(Bλ(x))

αnλn
.
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Letting f ↗ χB1(0) and g ↘ χB1(0) the left hand side goes to θαn, which proves claim (1).
For (2) we �rst observe that the dimension n of the tangent space and the multiplicity is
determined by (1). The existence of an n-dimensional tangent space means in particular that
µx,λ converges to a measure µ. Moreover if P is the tangent space then P = sptµ.

We now come to the main result of this section. We show that the existence of tangent spaces,
which is an in�nitesimal information, implies the local property of recti�abilty.

Theorem 9.5 (recti�ability of measures). Let µ be a Radon measure on Rm. Denote by M
the set of x ∈ Rm at which µ has an approximate tangent space Txµ ∈ G(n,m), for some
multiplicity θ(x) > 0, and put θ = 0 on Rm\M . If µ(Rm\M) = 0 then the following holds:

(1) M is Hn-measurable and countably n-recti�able.

(2) θ is Hn-measurable and µ = Hnxθ, thus in fact θ ∈ L1
loc(Hn).

Proof. We assume sptµ is compact. By Corollary 5.9 we know that if µ(E) = 0 then

θn(µ, x) = 0 for Hn-almost all x ∈ E. (9.4)

Using this for E = Rm\M yields a Hn null set Z ⊂ Rm\M such that θn(µ, x) = θ(x) for all
x ∈ Rm\Z. As the upper/lower desities are Borel measurable, we see that θ and also M are
both µ and Hn measurable.

Our goal is to �nd pieces of M which are Lipschitz graphs over the approximate tangent
spaces. For this we introduce some notation. Let k = m − n be the codimension. For
π ∈ Gk(Rn) and 0 < α ≤ 1 we consider the vertical cone

Xα(π, x) = {y ∈ Rm : |π(y − x)| ≥ α|y − x|}.

The opening angle of this cone is arccosα ∈ [0, π2 ). For x ∈M and π = Txµ
⊥ we compute

θ
n
(µ,X 1

2
(π, x), x) = lim sup

r↘0

µ(x+ rA)

rn
where A = X 1

2
(π, 0) ∩B1(0)

= lim sup
r↘0

1

αn
µx,r(A)

≤ θ(x)

αn
HnxTxµ(A) = 0.

Thus we have
θ
n
(µ,X 1

2
(π, x), x) = 0 for all x ∈M. (9.5)

For λ > 0 let Mλ = {x ∈M : θ(x) ≥ λ}. Choosing λ > 0 su�ciently small we have

µ(Rm\Mλ) ≤ 1

4
µ(Rm). (9.6)

Next consider the functions fk, qk : M → [0,∞) given by

fk(x) = inf
0<r< 1

k

µ(Br(x))

αnrn
and qk(x) = sup

0<r< 1
k

µ
(
X 1

2
(Txµ

⊥, x) ∩Br(x)
)

αnrn
.



66 CHAPTER 9. RECTIFIABLE SETS

For k → ∞ we know that fk(x) → θ(x) and qk(x) → 0. By Egorov there is a µ-measurable
set E ⊂Mλ, with µ(Mλ\E) ≤ 1

4 µ(Rm), such that the convergence is uniform on E. Thus for
ε > 0 there exists a δ > 0 such that for all x ∈ E and all r ∈ (0, δ] we have the following:

µ(Br(x))

αnrn
> λ− ε,

µ
(
X 1

2
(Txµ

⊥, x) ∩Br(x)
)

αnrn
< ε, (9.7)

µ(Rn\E) ≤ 1

2
µ(Rm).

Now choose π1, . . . , πN ∈ Gk(Rm) such that

Gk(Rm) ⊂
N⋃
j=1

B 1
16

(πj).

Here the balls are de�ned using the Hilbert-Schmidt norm. It follows that we have a covering

E ⊂
N⋃
j=1

Ej where Ej = {x ∈ E : Txµ
⊥ ∈ B 1

16
(πj)}.

Claim 1. For ε > 0 small and δ > 0 with (9.7) we have

X 3
4
(πj , x) ∩ Ej ∩B δ

2
(x) = {x} for all x ∈ Ej . (9.8)

Let y ∈ X 3
4
(πj , x)∩Ej ∩B δ

2
(x), and assume by contradiction that % := |y−x| > 0. As 2% ≤ δ

we may apply (9.7) to get
µ
(
X 1

2
(Txµ

⊥, x) ∩B2%(x)
)

αn(2%)n
< ε.

Now we show that
B %

8
(y) ⊂

(
X 1

2
(Txµ

⊥, x) ∩B2%(x)
)
.

In fact for z ∈ B %
8
(y) we have |z − x| ≤ |z − y|+ |y − x| ≤ 9

8%, and we calculate

|πTxµ⊥(z − x)| ≥ |πTxµ⊥(y − x)| − |πTxµ⊥(z − y)|

≥ |πj(y − x)| − 1

16
|y − x| − |z − y|

≥ 3

4
%− 1

16
%− 1

8
%

=
9

16
% ≥ 1

2
|z − x|.

Applying again (9.7), but now for y ∈ Ej ⊂ E, we obtain

(λ− ε)αn
(%

8

)n
< µ(B %

8
(y))

≤ µ
(
X 1

2
(Txµ

⊥, x) ∩B2%(x)
)

< εαn(2%)n.
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We conclude λ <
(
24n + 1

)
ε. Thus for ε ≤ (24n + 1)−1 λ we arrive at a contradiction, and

then (9.8) must hold for these ε > 0. This �nishes the proof of claim 1.

Claim 2. For any x0 ∈ Ej there exists a Euclidean motion Q of Rm with Q(Rk) = x0 + πj
and a function u ∈ Lip(Rn,Rk) such that

Ej ∩B δ
4
(x0) ⊂ Q(graphu).

To show this we assume for simplicity that x0 = 0. Consider two di�erent points x1,2 in
Ej ∩B δ

4
(0). Decompose x1,2 = y1,2 + z1,2 where y1,2 ∈ π⊥j and z1,2 ∈ πj . As x2 ∈ B δ

2
(x1) we

obtain from claim 1, see equation (9.8),

|z1 − z2| = |πj(x1 − x2)| ≤ 3

4
|x1 − x2| ≤

3

4

(
|y1 − y2|+ |z1 − z2|

)
.

We conclude that |z1 − z2| ≤ 3 |y1 − y2|, in particular y1 6= y2. Let A be the projection of
Ej ∩ B δ

4
(0) onto π⊥j . For y = π⊥j (x) ∈ A we de�ne u(y) = z where x = y + z. This is

well-de�ned by the above, moreover u is Lipschitz with constant Lip (u) ≤ 3. Claim 2 follows
using the extension from Theorem 7.1.

Now recall that δ > 0 in (9.7) is independent of the point x ∈ E. By Vitali, the set Ej
is covered by a family of balls of radius δ

4 as in claim 2, such that the concentric balls of radius
δ
20 are disjoint. As all these balls intersect the compact set sptµ, the family is actually �nite.
As E is covered by E1, . . . , EN , we obtain

E ⊂
L⋃
i=1

Qi(graphui) =: G1,

where ui ∈ Lip(Rn,Rk) and the Qi are Euclidean motions. Furthermore (9.7) yields

µ
(
Rm\G1

)
≤ 1

2
µ(Rm).

We now repeat the argument by considering the Radon measure µ1 = µx
(
Rm\G1

)
. As G0

is closed, the measure µ1 has approximate tangent space Txµ with multiplicity θ(x) for all
x ∈ Rm\G0, and trivially µ1(G0) = 0. Therefore we can iterate the whole argument. For
i = 1, 2, . . . we obtain sets Gi, each a �nite union of sets of the form Q(graphu) where
u ∈ Lip(Rn,Rk) and Q is a Euclidean motion, such that

µ
(
Rm\

j⋃
i=1

Gi

)
≤ 2−j µ(Rm).

The setM0 = M\
⋃∞
i=1Gi has µ-measure zero. As θn(µ, x) = θ(x) > 0 onM ⊃M0, we obtain

from (9.4) that M0 is also a Hn null set, and conclude that M is countably n-recti�able.

We now turn to the proof of (2). We �rst claim that µ is absolutely continuous with re-
spect to Hn. For this let M t = {x ∈ M : θ(x) ≤ t} where t < ∞. Then θ

n
(µ, x) ≤ t for

Hn-almost all x ∈M t, and Theorem 5.8(2) yields

µ(A) ≤ 2ntHn(A) for all A ⊂M t.



68 CHAPTER 9. RECTIFIABLE SETS

Thus if Hn(A) = 0 then µ(A∩M t) = 0 for all t <∞, and hence µ(A) = 0. Now according to
Lemma 9.2 there exist C1-submanifolds Nj , j ∈ N, such that

Hn
(
M\

∞⋃
j=1

Nj

)
= 0.

As µ(Nj\M) = 0 by assumption, we get from Corollary 5.9 and Lemma 9.4

lim
%↘0

µ(B%(x))

αn%n
=

{
0 = θ(x) for Hn-a. e. x ∈ Nj\M,

θ(x) for all x ∈ Nj ∩M.

Using (9.10) we conclude for Hn-almost every x ∈ Nj that

lim
%↘0

µ(Nj ∩B%(x))

Hn(Nj ∩B%(x))
= lim

%↘0

(µ(Nj ∩B%(x))

αn%n
· αn%

n

Hn(Nj ∩B%(x))

)
= θ(x).

For any x ∈ Nj there is an open neighborhood Ux ⊂ Rm such that Nj ∩ Ux is properly
embedded, for instance a graph. Then µxNj and HnxNj are Radon measures in Ux. By
Radon-Nikodym, see Theorem 5.3, we get that µ = Hnxθ on Nj ∩Ux, and hence on all of Nj .
Now for any Borel set B ⊂ Rm put

Bj = B ∩Nj\
j−1⋃
i=1

Ni for j ∈ N.

By construction the Bj are pairwise disjoint. Let

B0 := B\
∞⋃
j=1

Bj ⊂ Rm\
∞⋃
j=1

Nj .

We have Hn(B0 ∩M) = 0 and hence µ(B0) = 0, as well as Hnxθ(B0) = 0. Thus

µ(B) =
∞∑
j=1

µ(Bj) =
∞∑
j=1

Hnxθ(Bj) = Hnxθ(B).

By Borel regularity we conclude µ = Hnxθ. The theorem is proved.

The next result is kind of converse, asserting the existence of approximate tangent spaces.

Theorem 9.6 (Existence of approximate tangent space). Let M ⊂ Rm be Hn-measurable
and countably n-recti�able, and let θ ∈ L1

loc(Hn) be nonnegative with M = {θ > 0}. Then for
Hn-almost all x ∈ M the Radon measure µ = Hnxθ has an approximate tangent space Txµ
with multiplicity θ(x).

Before entering the proof we recall some basic facts about measures with density. If µ is an
outer measure on a set X and θ : X → [0,∞] is µ-measurable, then one de�nes

µxθ(A) =

∫
A
θ dµ if A is µ-measurable.

The measure is extended to all sets E by approximating

µxθ(E) = inf{µxθ(A) : A µ-measurable, E ⊂ A}.

It is easy to see that µxθ is an outer measure, moreover it has the following properties:
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• any µ-measurable set E is also µxθ-measurable,

• µ(E) = 0 implies µxθ(E) = 0,

•
∫
f d(µxθ) =

∫
f θdµ, whenever f : X → [0,∞] is µ-measurable,

• if µ is Borel regular then µxθ is also Borel regular.

All these assertions follow easily using the monotone convergence theorem.

Proof. (of Theorem 9.6) By Lemma 9.2 there exist C1-submanifolds Nj , j ∈ N, such that
M0 := M\

⋃∞
j=1Nj is a Hn null set. We claim that µ = Hnxθ has approximate tangent space

Txµ = TxNj , with multiplicity θ(x), for Hn-almost all x ∈M ∩Nj . (9.9)

Here TxNj is the classical tangent space of the submanifold Nj . Let f ∈ C0
c (Rm) be �xed,

with spt f ⊂ BR(0) and sup |f | ≤ C. For given x ∈Mj we write∫
f(z) dµx,λ(z) =

∫
1
λ

(Nj−x)
f(z) dµx,λ(z) +

∫
Rm\ 1

λ
(Nj−x)

f(z) dµx,λ(z).

In the �rst integral we substitute z = y−x
λ to obtain further∫

1
λ

(Nj−x)
f(z) dµx,λ(z)

=
θ(x)

λn

∫
Nj

f
(y − x

λ

)
dHn(y) +

1

λn

∫
Nj

f
(y − x

λ

)(
θ(y)− θ(x)

)
dHn(y)

= θ(x)

∫
1
λ

(Nj−x)
f(z) dHn(z) +

1

λn

∫
Nj

f
(y − x

λ

)(
θ(y)− θ(x)

)
dHn(y).

Now clearly

lim
λ↘0

∫
1
λ

(Nj−x)
f(z) dHn(z) =

∫
f(z) d(HnxTxNj)(z).

It is su�cient to prove (9.9) for Hn-almost all x ∈Mj ∩ U , where U is an open set such that
µ(U) <∞ and HnxNj(U) <∞. Moreover we can assume that

HnxNj(B%(x)) ≤ C%n for all x ∈ Nj ∩ U, % ∈ (0, %0].

For the �rst integral we estimate∣∣∣ ∫
Rm\ 1

λ
(Nj−x)

f(z) dµx,λ(z)
∣∣∣ ≤ C µx,λ

(
BR(0)\ 1

λ
(Nj − x)

)
≤ C

λn
µ
(
BλR(x)\Nj

)
.

The right hand side goes to zero as λ ↘ 0 for Hn-almost all x ∈ Nj ∩ U . Namely since
µxU(Rm\Nj) <∞, the density formula (9.10) implies

lim
%↘0

µ(B%(x)\Nj)

αn%n
= θn(µxU,Rm\Nj , x) = 0 for Hn-almost all x ∈ Nj ∩ U. (9.10)
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The remaining second integral is estimated by

1

λn

∣∣∣ ∫
Nj

f
(y − x

λ

)(
θ(y)− θ(x)

)
dHn(y)

∣∣∣ ≤ C

λn

∫
BλR(x)

|θ(y)− θ(x)| d(HnxNj)(y).

We use the Lebesgue point property (5.1) to conclude that the right hand side goes to zero
as λ↘ 0, for Hn-almost all points x ∈ Nj ∩ U . Note that HnxNj is a Radon measure on U ,
moreover by the above HnxNj(BλR(x)) ≤ C(λR)n. Therefore (5.1) applies to the function
θ ∈ L1

loc(HnxNj) for x ∈ Nj ∩ U , and the proof is �nished.

Corollary 9.7 (measurability of Gauÿ map). Let µ be a Radon measure on Rm, and let M
be the set of x ∈ Rm with an approximate tangent space Txµ ∈ G(n,m). De�ne the Gauÿ map

G : M → G(n,m), G(x) = Txµ.

If µ(Rm\M) = 0 then G−1(B) is Hn-measurable for any Borel set B ⊂ G(n,m).

Proof. It su�ces to show that G−1(U) is Hn-measurable for any open U ⊂ G(n,m). By
Theorem 9.5 the set M and the multiplicity function θ (with θ = 0 on Rm\M) satisfy the
assumptions of Theorem 9.6. Let Nj , j ∈ N, be C1-submanifolds which cover M , up to a Hn
null set, and denote by Gj : Nj → G(n,m) the Gauÿ maps of the Nj . Then by (9.9) we know
that G(x) = Gj(x) for Hn-almost all x ∈M ∩Nj , hence

G−1(U) ∩Nj = G−1
j (U) ∩M up to a Hn null set.

As G−1
j (U) is open in Nj , the set G

−1
j (U) ∩M is Hn measurable. Now G−1(U) is the union

of the sets G−1(U) ∩Nj , j ∈ N, and another Hn null set.

Roughly speaking the last results say hat one has a reasonable notion of tangent space for any
Hn-measurable, countably n-recti�able set. This summarizes as follows.

Corollary 9.8. Let M ⊂ Rm be Hn-measurable and countably n-recti�able. There exists a
map GM : M → G(n,m), GM (x) =: TxM , with the following properties:

(a) G−1
M (B) is Hn-measurable for any Borel set B ⊂ G(n,m).

(b) For any measure µ = Hnxθ, with θ ∈ L1
loc(Hn) and M = {θ > 0}, one has Txµ = TxM

with multiplicity θ(x) for Hn-almost all x ∈M .

(c) For any n-dimensional C1-submanifold N ⊂ Rm one has TxN = TxM for Hn-almost
all x ∈M ∩N .

Proof. We �rst construct a function θ(x) as in (b). For this we assume that M is covered, up
to a Hn null setM0, by C

1 submanifolds Nj for j ∈ N. We can assume Hn(Nj) ≤ 1, otherwise
we pass to a covering of Nj by subsets with this condition. Now let

θ(x) = 2−j for x ∈M ∩Nj\
j−1⋃
i=1

Ni.

By Theorem 9.6 the space Txµ exists Hn-almost everywhere, and from (9.9) we know that

Txµ = TxNj for Hn-almost every x ∈M ∩Nj .
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We de�ne GM (x) = Txµ, then (a) is proved in Corollary 9.7. Now if µ̃ = Hnxθ̃ is another
measure as in (b), then Theorem 9.6 can be applied again, and (9.9) yields that Txµ̃ = TxNj =
GM (x) with multiplicity θ̃(x) for Hn-almost all x ∈M ∩Nj , which proves claim (b). Finally
if N ⊂ Rm is a C1 submanifold of dimension n, then we can simply add N to the collection
Nj and obtain (c) again from (9.9).

A set M ⊂ Rm with 0 < Hn(M) < ∞ is purely n-unrecti�able if it has no subset of positive
Hn-measure which is countably n-recti�able. A deep theorem of Besicovitch (n = 1, m = 2)
and Federer (n < m arbitrary) asserts that then P (M) has zero Ln measure for almost every
P ∈ G(n,m). An example is the triangular Cantor set considered in series 8 of the homework
assignments.
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Chapter 10

Varifolds

De�nition 10.1. Let U ⊂ Rm be open. By de�nition, an n-varifold V on U is a Radon
measure on Gn(U) = U ×G(n,m). Notation: V ∈ Vn(U).

Recall that G(n,m) is identi�ed with the subset of L(Rm,Rm) ∼= Rm×m consisting of all
orthogonal projections of rank n. Then the Hilbert-Schmidt norm induces a metric onG(n,m).
For P ∈ G(n,m) we have For P ∈ G(n,m) we have |P |2 = tr (PTP ) = n, therefore G(n,m)
is compact.

De�nition 10.2. Let π : Gn(U) = U × G(n,m) → U , π(x, P ) = x. The weight measure of
V ∈ Vn(U) is the Radon measure µV = π(V ) on U . Alternative notation: µV = |V |.

The projection π is proper, in fact for compact K ⊂ U the set π−1(K) = K × G(m,n) is
also compact. Moreover G(n,m) is of course separable. The Radon measure property then
follows from Theorem 2.17. By the transformation formula we have for any Borel function
ϕ : U → [0,∞) ∫

U
ϕ(x) dµV (x) =

∫
Gn(U)

ϕ(x) dV (x, P ). (10.1)

Theorem 10.3 (Disintegration). For any V ∈ Vn(U) there exists a family V x, x ∈ U ,
of Radon measures on G(n,m) such that for every Borel function f : Gn(U) → [0,∞) the
following holds:

(1) the function x 7→
∫
G(n,m) f(x, P ) dV x(P ) is µV measurable, and

(2)
∫
Gn(U) f(x, P ) dV (x, P ) =

∫
U

∫
G(n,m) f(x, P ) dV x(P ) dµV (x).

Two families of Radon measures with (1) and (2) coincide up to a µV null set.

Remark 10.4. Taking f(x, P ) = ϕ(x) in (2) we infer using (10.1)∫
U
ϕ(x)V x(G(n,m)) dµV (x) =

∫
Gn(U)

ϕ(x) dV (x, P ) =

∫
U
ϕ(x) dµV (x).

We conclude that V x(G(n,m)) = 1 for µV -almost all x ∈ U , i.e. V x is a probability measure.

Proof. (Theorem 10.3) We �rst check the uniqueness. Take in (2) the product function
χA(x)f(P ), where A is a Borel set and f ∈ C0(G(n,m)) is nonnegative. This yields∫

A

∫
G(n,m)

f(P ) dV x(P ) dµV (x) =

∫
Gn(A)

f(P ) dV (x, P ) = π(V xf)(A).
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The Radon measure π(V xf) is absolutely continuous with respect to µV = π(V ). The equation
says that the corresponding Radon Nikodym density is

x 7→ Λx(f) :=

∫
G(n,m)

f(P ) dV x(P ).

The density is determined µV -almost everywhere. Thus for two such families Λx1,2 there exists
a µV null set Zf such that Λx1(f) = Λx2(f) for all x ∈ U\Zf . Now choose a dense set, see for
instance Lemma 6.10,

{fj}j∈N ⊂ {f ∈ C0(G(n,m)) : f ≥ 0}.
Then Z =

⋃∞
j=1 Zfj is a µV null set, and Λx1(fj) = Λx2(fj) for all j ∈ N, x ∈ U\Z. But the

linear functionals f 7→ Λx1,2(f) are continuous, in fact we have ‖Λx1,2‖ ≤ 1. By density we
conclude that Λx1(f) = Λx2(f) for all f , and all x ∈ U\Z.

To prove existence, we consider for % > 0 the functionals Λx,% ∈ C0(G(n,m))′ given by

Λx,%(f) =

∫
−
Gn(B%(x))

f(P ) dV (x, P ) =
π(V xf)(B%(x))

µV (B%(x))
.

By Radon Nikodym, there exists a null set Zf such that

∃ lim
%↘0

Λx,%(f) =: Λx(f) for all x ∈ U\Zf . (10.2)

Let fj be the dense set as above, and Z =
⋃∞
j=1 Zfj . Then for f ∈ C0(G(n,m)), f ≥ 0, and

σ, % > 0 we estimate for x ∈ U\Z

|Λx,σ(f)− Λx,%(f)| ≤ |Λx,σ(fj)− Λx,%(fj)|+ 2 ‖f − fj‖C0 .

Letting �rst σ, %↘ 0 and then taking the in�mum among all fj we conclude

Λx,% → Λx in C0(G(n,m))′ for all x ∈ U\Z.

For x ∈ U\Z we obtain by Riesz a Radon measure V x on G(n,m) such that

Λx(f) =

∫
G(n,m)

f(P ) dV x(P ) for all f ∈ C0(G(n,m)), x ∈ U\Z.

The functions x 7→ Λx,%(f) are Borel, hence Λx(f) is µV measurable for f ∈ C0(G(n,m)). We
claim that for any Borel set B ⊂ G(n,m), the function

Λx(χB) =

∫
G(n,m)

χB(P ) dV x(P ) = V x(B)

is µV measurable. Namely the sets with this property form a σ-algebra, and for K ⊂ U
compact the property follows using the monotone approximation χk(P ) =

(
1−k dist(P,K)

)+
of the characteristic function χK . Next by Radon Nikodym we know that for any function
χA(x)f(P ), where A ⊂ U is Borel and f ∈ C0(G(n,m)) is nonnegative, we have property (2),
that is ∫

Gn(A)
f(P ) dV (x, P ) =

∫
A

∫
G(n,m)

f(P ) dV x(P ) dµV (x),

Repeating the argument just before, this holds also with f replaced by χB where B ⊂ G(n,m)
is Borel. The product sets A× B generate the Borel σ-algebra of U ×G(n,m), therefore we
now have (1) and (2) for all Borel sets. The theorem follows by using a �nal approximation
by step functions.
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Example 10.5. Let M ⊂ U be a C1 submanifold of dimension n. Assume that M is prop-
erly embedded, this means M ∩ K is compact for any compact K ⊂ U . Using the Riesz
representation theorem, we de�ne the n-varifold V by the functional

V (f) =

∫
M
f(x, TxM) dHn(x) for all f ∈ C0

c

(
U ×G(n,m)

)
.

Taking f(x, P ) = ϕ(x) where ϕ ∈ C0
c (U) we obtain from (10.1)∫

U
ϕ(x) dµV (x) =

∫
Gn(U)

ϕ(x) dV (x, P ) = V (ϕ) =

∫
M
ϕ(x) dHn(x).

Thus µV = HnxM . Next take a product function ϕ(x)f(P ) and compute∫
M
ϕ(x)f(TxM) dHn(x) = V (ϕf)

=

∫
U
ϕ(x)

∫
G(n,m)

f(P ) dV x(P ) dµV (x)

=

∫
M
ϕ(x)

∫
G(n,m)

f(P ) dV x(P ) dHn(x).

For µV -almost all x ∈ U we conclude that∫
G(n,m)

f(P ) dV x(P ) = f(TxM) for all f ∈ C0(G(n,m)).

This means V x = δTxM for µV -almost all x ∈ U .

Our next issue is to de�ne the pushforward of a varifold V ∈ Vn(U) under a map φ ∈ C1(U,U ′).
We have an induced map between the Graÿmannians given by

Gnφ : G+
n (U)→ Gn(U ′), Gnφ(x, P ) = (φ(x), Dφ(x)P ). (10.3)

Here G+
n (U) is the set of (x, P ) where Dφ(x)|P is injective, this restriction is obviously needed.

While the de�nition views G(n,m) as the set of subspaces, a description in terms of projections
is needed for computations. Assume that v1, . . . , vn is a basis of P . De�ne the Gram matrix

G(x) ∈ Rn×n, Gij(x) = 〈Dφ(x)vi, Dφ(x)vj〉.

We have G(x) > 0 if and only if (x, P ) ∈ G+
n (U). The projection onto Q = Dφ(x)P is

PQw =
n∑

i,j=1

Gij(x)〈w,Dφ(x)vi〉Dφ(x)vj .

Note that v1, . . . , vn need not be orthonormal, thus for P ′ close to P we may use the basis
v′i = P ′vi. In particular, we see that G+

n (U) is open and Gnφ is continuous for φ in C1. For
any P ∈ G(n,m) we de�ne the Jacobian

JPφ(x) = det
(
(Dφ(x)|P )∗Dφ(x)|P

) 1
2 = (detG(x))

1
2 , if v1, . . . , vn is orthonormal.

Jφ : Gn(U)→ [0,∞) is continuous, and JPφ(x) > 0 if and only if (x, P ) ∈ G+
n (U).
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De�nition 10.6. Let V ∈ Vn(U) be a varifold such that φ|sptµV is proper. The pushforward
φ∗V ∈ Vn(U ′) is given by

φ∗V (B) =

∫
(Gnφ)−1(B)

JPφ(x) dV (x, P ) for any B ⊂ Gn(U ′).

In this lecture we only need the case when φ is a di�eomorphism. Then G+
n (u) = Gn(U), and

the condition that φ is proper is automatic. We emphasize that the varifold pushforward is
di�erent from the measure pushforward under Gnφ, because the Jacobian appears.

Example 10.7. For x ∈ U and λ > 0, let Vx,λ be the pushforward of V ∈ Vn(U) by

ηx,λ : U → Rm, ηx,λ(y) =
y − x
λ

.

We have Dηx,λ(x) = 1
λ Id, in particular JP ηx,λ(y) = λ−n for all (y, P ) ∈ Gn(U). Moreover

Gnηx,λ(y, P ) =
(y−x

λ , P ). If A ⊂ Rm is bounded then η−1
x,λ(A) = x+ λA is contained in U for

λ > 0 su�ciently small. Thus

µVx,λ(A) = Vx,λ(A×G(n,m))

=
1

λn
V ((x+ λA)×G(n,m))

=
1

λn
µV (x+ λA)

= (µV )x,λ(A).

Furthermore, testing with a product set yields∫
Rm

χA(z)(Vx,λ)z(B) dµVx,λ(z) = Vx,λ(A×B)

= λ−nV
(
(x+ λA)×B

)
= λ−n

∫
U
χx+λA(y)V y(B) dµV (y)

=

∫
Rm

χA(z)V x+λz(B) dµx,λ(z).

In summary, the blowup varifold Vx,λ = (ηx,λ)∗V has µVx,λ = µx,λ and (Vx,λ)z = V x+λz.

De�nition 10.8. A varifold V ∈ Vn(U) is called recti�able if the following holds:

(1) TxµV exists for µV -almost all x ∈ U , with some multiplicity θ(x) ∈ (0,∞).

(2) V x = δTxµV for µV -almost all x ∈ U .

Denote by M the set where TxµV exists. Recalling Corollary 9.8 we obtain the representation

V (f) =

∫
U
f(x, TxµV ) dµV (x) =

∫
M
f(x, TxM) d(Hnxθ)(x). (10.4)

Reversely, let M be Hn-measurable and countably n-recti�able, and let θ ∈ L1
loc(Hn) such

that M = {θ > 0}. We may de�ne a varifold by the right hand side of (10.4), using the
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tangent space TxM = GM (x) as de�ned in Corollary 9.8. The function f(x, TxM) is then
Hn-measurable, in fact for any product A×B ⊂ U ×G(n,m) of Borel sets we have

(id×G)−1(A×B) = A ∩G−1(B).

This is Hn-measurable by Corollary 9.8. Hence the varifold is well-de�ned by the formula

V (f) =

∫
M
f(x, TxM) d(Hnxθ)(x).

Arguing as in Example 10.5 we see that µV = µ and V x = δTxµ for µ-almost all x ∈ U . We
write V = v(M, θ) if a varifold arises in this way.

We want to compute the pushforward in the case of a recti�able varifold. For this we need an
extension of the area formula to recti�able sets resp. varifolds. Consider �rst an n-dimensional
submanifold M ⊂ U of class C1. The notion of a C1 map f : M → Rp can be de�ned us-
ing charts. In particular the di�erential Df(x) : TxM → Rp is well-de�ned and linear. We
introduce the following operators, where τ1, . . . , τn is any orthonormal basis of TxM :

• the gradient of f ∈ C1(M) is ∇Mf(x) =
∑n

i=1(Df(x)τi) τi. It is characterized by

〈∇Mf(x), v〉 = Df(x)v for all v ∈ TxM.

If f is C1 on all of U then ∇Mf(x) = PTxM∇f(x), where ∇f(x) is the gradient in Rm.
In this context ∇Mf(x) is sometimes called the tangential gradient.

• for f ∈ C1(M,Rp) the divergence on M is de�ned by divMf(x) = tr
(
PTxMDf(x)

)
, or

divMf(x) =
n∑
i=1

〈Df(x)τi, τi〉.

• the Jacobian of f ∈ C1(M,Rp) is given by JMf(x) =
√

det(Df(x)∗Df(x)), hence

JMf(x) =
√

detG(x) where Gij(x) = 〈Df(x)τi, Df(x)τj〉.

Now let M be countably n-recti�able and Hn-measurable. For f ∈ C1(U,Rp) we de�ne

DMf(x) = Df(x)|TxM for Hn-a.e. x ∈M.

Here TxM is as in Corollary 9.8. In particular if N is an n-dimensional C1 submanifold then
TxM = TxN for Hn-almost all x ∈M ∩N .

Lemma 10.9. Let f ∈ C1(U,U ′) where U ⊂ Rm, U ′ ⊂ Rp are open. Assume that M ⊂ U is
Hn-measurable and countably n-recti�able, and let g : M → [0,∞) be Hn-measurable. Then
the function y 7→

∑
{x∈M :f(x)=y} g(x) is Hn measurable on U ′ and∫
M
g(x)JMf(x) dHn(x) =

∫
U ′

∑
x∈M :f(x)=y

g(x) dHn(y).
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Proof. Assume �rst that M is a C1 submanifold parametrized by ϕ ∈ C1(Ω,Rm). Then

D(f ◦ ϕ)(x) = DMf(ϕ(x))Dϕ(x) where Dϕ(x) : Rn → Tϕ(x)M.

This implies

D(f ◦ ϕ)(x)∗D(f ◦ ϕ)(x) = Dϕ(x)∗DMf(ϕ(x))∗DMf(ϕ(x))Dϕ(x).

To compute the Jacobian we choose an orthonormal basis A = {τ1, . . . , τn} of Tϕ(x)M , and
denote by E = {e1, . . . , en} the standard basis of Rn. Then(

D(f ◦ ϕ)(x)∗D(f ◦ ϕ)(x)
)
EE = Dϕ(x)∗EA

(
DMf)(ϕ(x))∗DMf(ϕ(x)

)
AADϕ(x)AE .

Taking the determinant we obtain

J(f ◦ ϕ)(x) = JMf(ϕ(x)) Jϕ(x).

Thus we get from the standard area formula∫
U ′

∑
p∈M :f(p)=y

g(p) dHn(y) =

∫
U ′

∑
x∈Ω:f(ϕ(x))=y

g(ϕ(x)) dHn(y)

=

∫
ϕ−1(M)

g(ϕ(x)) J(f ◦ ϕ)(x) dLn(x)

=

∫
ϕ−1(M)

g(ϕ(x))JMf(ϕ(x))Jϕ(x) dLn(x)

=

∫
M
g(p)JMf(p) dHn(p).

The formula extends to any C1 submanifold by a partition of unity. Now let M be as in the
theorem, and assume again that M is covered by C1 submanifolds Nj , j ∈ N, up to a Hn null

set. Let N ′j = Nj\
⋃j−1
i=1 Ni. Then∫

U ′

∑
p∈M :f(p)=y

χN ′j (p) g(p) dHn(y) =

∫
M
χN ′j (p) g(p) JNjf(p) dHn(p)

=

∫
M
χN ′j (p) g(p) JMf(p) dHn(p).

Here we used DMf(p) = DNj (p) Hn-a.e. on M ∩Nj . The lemma follows by adding up.

Theorem 10.10 (recti�able pushforward). Let f ∈ C1(U,U ′) where U ⊂ Rm, U ′ ⊂ Rp are
open. Let V be a recti�able varifold in U such that f |sptµV is proper. Then f∗V is recti�able,
moreover if V is represented by V = v(M, θ), then f∗V = v(f(M), θf ) where

θf (y) =
∑

x∈M :f(x)=y

θ(x).

Proof. By Lemma 9.2 M is covered by C1 submanifolds Nj , j ∈ N, up to a Hn null set M0.
Thus f(M) is covered by the f(Nj) up to the null set f(M0), and is countably n-recti�able
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by de�nition. Further f(M) = {θf > 0}, so that f(M) is also Hn-measurable by Lemma 10.9
above. We compute for any Borel set B ⊂ U ′

µf∗V (B) = f∗V (B ×G(n,m))

=

∫
f−1(B)×G(n,m)

JP f(x) dV (x, P )

=

∫
f−1(B)

JMf(x) dµV (x)

=

∫
M
χf−1(B)(x) JMf(x) θ(x) dHn(x)

=

∫
U ′

∑
x∈M :f(x)=y

θ(x)χB(y) dHn(y)

= (Hnxθf )(B).

Thus µf∗V = Hnxθf . To compute (f∗V )y we need an extra consideration. We claim that for
Hn-almost all y ∈ f(M) we have

Df(x)TxM = Tyf(M) for all x ∈ f−1{y}. (10.5)

Let M+ = {x ∈M : JMf(x) > 0}. By the area formula the set f(M\M+) is a Hn null set:

Hn
(
f(M/M+)

)
≤
∫
U ′
H0
(
M\M+ ∩ f−1{y}

)
dHn(y) =

∫
M\M+

JMf(x) dHn(x) = 0.

By Corollary 9.8 TxM = TxNj for Hn-almost all x ∈M+ ∩Nj . For these x the image f(Nj)
is locally a manifold, we have

Df(x)TxM = Df(x)TxNj = Tf(x)f(Nj).

On the other hand, again by Corollary 9.8, locally

Tyf(M) = Tyf(Nj) for Hn-a.e. y ∈ f(M) ∩ f(Nj).

Combining shows (10.5). Now we can calculate for a product set B × S in U ′ ×G(n,m)∫
B

(f∗V )y(S) dµf∗V (y) = (f∗V )(B × S)

=

∫
{x∈f−1(B):Df(x)P∈S}

JP f(x) dV (x, P )

=

∫
f−1(B)

∫
Df(x)−1(S)

JP f(x) dV x(P ) dµV (x)

=

∫
f−1(B)

δDf(x)TxM (S)JMf(x) θ(x)dHn(x)

=

∫
B

∑
x∈M :f(x)=y

δDf(x)TxM (S)θ(x) dHn(y)

=

∫
B
δTyf(M)(S) θf (y) dHn(y)

=

∫
B
δTyf(M)(S) dµf∗V (y).

Recalling again Corollary 9.8 we have (f∗V )y = δTyf(M) = δTy(µf∗V ).
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Chapter 11

The �rst variation

For his paper from 1973 Allard selected the title The �rst variation of a varifold. Previous
applications of geometric measure theory were dealing with minimizers, either in the context
of BV functions and Caccioppoli sets (Di Giorgi) or in the setting of area-minimizing currents
(Federer-Fleming). The focus of Allard is on results for critical points instead of minimizers,
and this is pointed out in his title.

Let U ⊂ Rm be open, and let φ ∈ C2(U × (−δ, δ), U), φt = φ( · , t), be a family of maps
with the following properties:

(1) φ( · , 0) = idU .

(2) there is a compact set K ⊂ U such that φ( · , t) = id on U\K, for all t ∈ (−ε, ε).

Such a family is called a variation with compact support in U . The associated velocity �eld is

X(x) =
∂φ

∂t
(x, 0), hence sptX ⊂ K.

Theorem 11.1 (�rst variation). Let V ∈ Vn(U) be an n-varifold with �nite mass in U . Then
for any variation φ as above

d

dt
µ(φt)∗V (U)|t=0 =

∫
Gn(U)

〈DX(x), P 〉 dV (x, P ). (11.1)

If v1, . . . , vn is an orthonormal basis of P then

〈DX(x), P 〉 =

n∑
i=1

〈DviX(x), vi〉 = divPX(x).

Proof. By de�nition of the pushforward we have

µ(φt)∗V (U) = (φt)∗V (U ×G(n,m)) =

∫
U×G(n,m)

JPφt(x) dV (x, P ).

We compute using an orthonormal basis v1, . . . , vn of P

∂

∂t
JPφt(x)|t=0 =

∂

∂t

(
det〈Dφt(x)vi, Dφt(x)vj〉

) 1
2 |t=0 =

n∑
i=1

〈DviX(x), vi〉.
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The assumptions allow to di�erentiate under the integral (check), we get

d

dt
µ(φt)∗V (U)|t=0 =

∫
Gn(U)

〈DX(x), P 〉 dV (x, P ).

The function JPφt(x) is of class C1 on U × (−δ, δ), and JPφt(x) = 1 on U\K. Therefore we
can di�erentiate under the integral to obtain the result.

Example 11.2. Let v1, . . . , vk be unit vectors in Rm. Denote by Pi the projection onto Rvi,
and consider the recti�able 1-varifold

V (f) =

k∑
i=1

∫ ∞
0

f(svi, Pi) ds.

It follows that the �rst variation is∫
G1(Rm)

〈DX(x), P 〉 dV (x, P ) =

k∑
i=1

∫ ∞
0
〈DX(svi)vi, vi〉 ds

=
k∑
i=1

∫ ∞
0

d

ds
〈X(svi), vi〉 ds

= −
〈
X(0),

k∑
i=1

vi

〉
.

The �rst variation vanishes for all X if and only if
∑k

i=1 vi = 0.

Example 11.3. Let M ⊂ U be a compact embedded submanifold of class C2, possibly with
boundary ∂M . As discussed the induced varifold V has weight measure µV = Hnxθ and
vertical measures V x = δTxM , see Example 10.5. The second fundamental form of M is

A(X,Y ) = (DXY )⊥ for tangential vector �elds X,Y : M → Rm.

Here ⊥ means the projection onto (TM)⊥. For X ∈ C1
c (U,Rm) we compute, using a local

orthonormal tangential frame τ1, . . . , τn,

divM (X⊥) =
n∑
i=1

〈Dτi(X
⊥), τi〉

=
n∑
i=1

(
Dτi〈X⊥, τi〉 − 〈X⊥, Dτiτi〉

)
= −〈X, ~H〉.

Here ~H =
∑n

i=1A(τi, τi) is the mean curvature vector. Thus the �rst variation integral becomes∫
Gn(U)

divPX(x) dV (x, P ) =

∫
M

divTxMX(x) dHn(x)

=

∫
M

divMX> dHn +

∫
M

divMX⊥ dHn

= −
∫
∂M
〈X, η〉 dHn−1 −

∫
M
〈X, ~H〉 dHn.
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Here η denotes the interior unit conormal along ∂M , we used the theorem of Gauÿ on M
for the tangential �led X>. The mean curvature term is absolutely continuous with respect
µV = HnxM , whereas the boundary term is singular.

We consider the right hand side of the �rst variation formula as a linear functional

δV : C1
c (U,Rm)→ R, δV (X) =

∫
Gn(U)

〈DX(x), P 〉 dV (x, P ). (11.2)

De�nition 11.4. V ∈ Vn(U) has locally bounded �rst variation if for all compact K ⊂ U

|δV |(K) = sup
{
δV (X) : X ∈ C1

c (U,Rm), sptX ⊂ K, |X| ≤ 1
}
<∞.

If this holds, then δV extends to a continuous functional on C0
c (U,Rm) by density, and the

Riesz representation theorem applies. |δV | is a Radon measure, and there is a |δV | measurable
function ηV : U → Rm with |ηV | = 1 such that

δV (X) = −
∫
U

〈
X(x), ηV (x)

〉
d|δV |(x).

The choice of sign is for convenience. Now by Radon-Nikodym for any Borel set A

|δV |(A) =

∫
A
DµV |δV | dµV + (|δV |xZ)(A).

Here Z = {x ∈ U : DµV |δV |(x) = ∞}, and µV (Z) = 0. In order to arrive at a notation
analogous to manifolds, we put

~HV = (DµV |δV |) ηV and σV = |δV |xZ.

Then ~HV ∈ L1
loc(µV ,Rm), and the formula becomes

δV (X) = −
∫
U
〈X, ~HV 〉 dµV −

∫
U
〈X, ηV 〉 dσV .

For a compact submanifold with boundary, ~HV = ~H is the mean curvature vector, σV =
Hn−1x∂M is the boundary measure and ηV is the interior conormal along ∂M .

De�nition 11.5. Let V = v(M, θ) be a recti�able n-varifold in U ⊂ Rm. We say that V has
weak mean curvature H ∈ Lploc(µV ) where p ∈ [1,∞], if∫

U
divMX dµV = −

∫
U
〈 ~H,X〉 dµV for all X ∈ C1

c (U,Rm). (11.3)

A recti�able n-varifold V with weak mean curvature ~H = 0 is called stationary.

If V has locally bounded �rst variation with singular part σV = 0, then V has weak mean
curvature ~HV = (DµV |δV |)ηV ∈ L1

loc(µV ). It is easy to see that the reverse implication is also
valid. The following application relates to a maximum principle for classical surfaces.

Theorem 11.6 (inclusion principle). Let V be a recti�able n-varifold in Rm with sptµ compact
and ~H ∈ L1(µ). Assume that

〈 ~H(x), x〉 > −n for all x ∈ Rm\BR(0).

Then sptµ ⊂ BR(0).
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Proof. Let γ ∈ C1([0,∞) be monotonically increasing with γ(r) = 0 for r ∈ [0, R]. For the
vector �eld X(x) = γ(r)x where r = |x| we compute

divMX = nγ(r) + rγ′(r)|∇Mr|2.

X is admissible in the �rst variation formula since sptµ is compact. We conclude

0 ≤
∫
rγ′(r)|∇Mr|2 dr =

∫ (
divMX − nγ(r)

)
dµ = −

∫
γ(r)

(
〈 ~H(x), x〉+ n

)
dµ.

Choosing γ(r) > 0 for r > R we conclude µ(Rm\Br(0)) = 0 and hence sptµ ⊂ BR(0).

Corollary 11.7 (convex hull property). Let V be a recti�able n-varifold with compact support,
and assume that V is stationary in Rm\K where K is compact. Then the support of µ is
contained in the convex hull of K.

Proof. Assume that K ⊂ BR(x0). By assumption we have

〈 ~H(x), x− x0〉 = 0 > −n for all x ∈ Rm\BR(x0).

The inclusion principle implies that sptµ ⊂ BR(x0). It is an elementary fact that for K
compact, the intersection of all balls containing K yields the convex hull.

We now come to the fundamental monotonicity formula. The original proof of Allard, see
[?], is for general varifolds with locally bounded variation, it employs the method of slicing a
varifold. Our version is taken from Simon's book [?] and is restricted to recti�able varifolds.

Theorem 11.8 (monotonicity formula). Let V be a recti�able n-varifold in BR(x0) ⊂ Rm
with weak mean curvature ~H ∈ L1

loc(µ) where µ = µV . Then for all 0 < σ ≤ % < R we have[µ(Br(x0))

rn

]r=%
r=σ

=

∫
B%(x0)\Bσ(x0)

|∇r(x)⊥|2

|x− x0|n
dµ(x) (11.4)

+

∫ %

σ

1

rn+1

∫
Br(x0)

〈 ~H(x), x− x0〉 dµ(x) dr.

Proof. In the �rst variation we use as vector �eld X(x) = γ(r)(x − x0) where γ ∈ C1
c

(
[0, %)

)
and r = |x− x0|. We compute using |∇r| = 1

divMX(x) = nγ(r) + rγ′(r) |∇Mr|2 = nγ(r) + rγ′(r)
(
1− |(∇r)⊥|2

)
.

Thus we have the identity∫ (
nγ(r) + rγ′(r)

)
dµ =

∫
rγ′(r)|(∇r)⊥|2 dµ−

∫
γ(r)〈 ~H, x− x0〉 dµ. (11.5)

We let γ(r) = φ
(
r
%

)
where φ ∈ C1

c ([0, 1), and consider the functions

I(%) =

∫
φ
(r
%

)
dµ,

J(%) =

∫
φ
(r
%

)
|(∇r)⊥|2 dµ,

L(%) =

∫
φ
(r
%

)
〈 ~H, x− x0〉 dµ.
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Di�erentiating under the integrl we infer, using rγ′(r) = r
% φ
′( r
%

)
,

I ′(%) =

∫
φ′
(r
%

)(
− r

%2

)
dµ = −1

%

∫
rγ′(r) dµ,

J ′(%) =

∫
φ′
(r
%

)(
− r

%2

)
|(∇r)⊥|2 dµ = −1

%

∫
rγ′(r)|(∇r)⊥|2 dµ.

Using (11.5) we calculate

d

d%

(
%−nI(%)

)
= −%−n−1

∫
nγ(r) + rγ′(r)

)
dµ

= −%−n−1
(∫

rγ′(r)|(∇r)⊥|2 dµ−
∫
γ(r)〈 ~H, x− x0〉 dµ

)
= %−nJ ′(%) + %−n−1L(%).

A pointwise di�erential inequality cannnot be integrated easily, therefore we now pass to a
weak formulation. For any text function η ∈ C1

c ((0, R)) we have

−
∫
%−nI(%)η′(%) d% =

∫
%−nJ ′(%)η(%) d%+

∫
%−n−1L(%)η(%) d%. (11.6)

We choose φε ∈ C1
c ([0, 1) with 0 ≤ φε ≤ 1, such that

φε(s) = 1 for 0 ≤ s ≤ 1− ε and |φ′ε(s)| ≤
C

ε
for all s.

The functions γε(r) = φε
(
r
%

)
converge pointwise everywhere to the characteristic function of

the (open) ball B%(x0). As ε↘ 0 we have by dominated convergence

Iε(%) =

∫
φε

(r
%

)
dµ→ µ

(
B%(x0)

)
,

Lε(%) =

∫
φε

(r
%

)
〈 ~H, x− x0〉 dµ→

∫
B%(x0)

〈 ~H, x− x0〉 dµ.

Here we used that ~H ∈ L1
loc(µ). We have further again by dominated convergence∫

%−nIε(%) η′(%) d% →
∫
%−nµ

(
B%(x0)

)
η′(%) d%,∫

%−n−1Lε(%) η(%) d% →
∫
%−n−1

∫
B%(x0)

〈 ~H, x− x0〉 η(%) d%.

For the integral Jε(%) we argue di�erently. For any σ ∈ (0, %) we have for ε > 0 small∣∣∣%−nJ ′ε(%)− d

d%

∫
{|x−x0|≥σ}

φε
(r
%

) |(∇r)⊥|2
|x− x0|n

dµ(x)
∣∣∣

=
∣∣∣ ∫

B%(x0)\B(1−ε)%(x0)
φ′ε

(r
%

)(
− r

%2

)
|(∇r)⊥|2

(
%−n − r−n

)
dµ
∣∣∣

≤ C

ε%n+1

(
(1− ε)−n − 1︸ ︷︷ ︸

≤Cε

)
µ
(
B%(x0)\B(1−ε)%(x0)

) ε↘0−→ 0.
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By dominated convergence, this implies further∫ (
%−nJ ′ε(%)− d

d%

∫
{|x−x0|≥σ}

φε

(r
%

) |(∇r)⊥|2
|x− x0|n

dµ(x)
)
η(%) d%→ 0.

On the other hand partial integration yields

−
∫

d

d%

∫
{|x−x0|≥σ}

φε

(r
%

) |(∇r)⊥|2
|x− x0|n

dµ(x) η(%) d%
ε↘0−→

∫ ∫
B%(x0)

|(∇r)⊥|2

|x− x0|n
dµ(x) η′(%) d%.

Collecting terms we obtain for % ∈ (σ,R) the weak di�erential equality

d

d%

(µ(B%(x0)
)

%n
−
∫
B%(x0)\Bσ(x0)

|(∇r)⊥|2

|x− x0|n
dµ(x)

)
=

1

%n+1

∫
B%(x0)

〈 ~H, x− x0〉 dµ(x). (11.7)

To integrate the equation we �rst observe the continuity of the function

r 7−→
µ
(
Br(x0)

)
rn

−
∫
Br(x0)\Bσ(x0)

|∇r(x)⊥|2

|x− x0|n
dµ(x).

As B%(x0) is the open ball the continuity for r ↗ % is clear. For r ↘ % we observe that

∇Mr(x) = 0 for Hn−1-almost all x ∈M ∩ ∂Br(x).

To see this let M be covered by C1 submanifolds Nj up to a Hn null set. By (9.9) we have
∇Mr(x) = ∇Njr(x) for Hn-almost all x ∈ M ∩ Nj . But {x ∈ Nj ∩ ∂Br(x0) : ∇Njr(x) 6= 0}
is an (n − 1)-dimensional submanifold and hence a Hn null set, the claim follows. Now the
right hand side in (11.7) is locally bounded on (0, R), hence its integral is locally Lipschitz.
Thus we obtain (11.4) for all % ∈ [σ,R), up to an integration constant. By right continuity at
r = σ, the constant is zero and the theorem is proved.

Remark 11.9. Put h(x) = 〈 ~H(x), x − x0〉. Uing Fubini the mean curvature term in (11.4)
can be transformed as follows:∫ %

σ

1

rn+1

∫
Br(x0)

h(x) dµ(x) dr =

∫ %

σ

1

rn+1

∫
B%(x0)

h(x)χ{|x−x0|<r} dµ(x) dr

=

∫
B%(x0)

h(x)

∫ %

σ

1

rn+1
χ{|x−x0|<r} dr dµ(x)

=

∫
B%(x0)

h(x)
( 1

max(|x− x0|, σ)n
− 1

%n

)
dµ(x).

Lemma 11.10. Let V be a recti�able n-varifold in BR(x0) ⊂ Rm sstisfying

‖ ~H‖Lp(µ) ≤ Γ for some p > n. (11.8)

Then for 0 < σ ≤ % < R we have[(µ(Br(x0))

rn

) 1
p

+
Γ

p− n
r

1−n
p

]r=%
r=σ
≥ 0.
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Proof. From (11.7) we know that

d

dr

µ(Br(x0))

rn︸ ︷︷ ︸
=:I(r)

≥ − 1

rn

∫
Br(x0)

| ~H(x)| dµ(x) ≥ −Γ
(µ(Br(x0)

rn

)1− 1
p
r
−n
p .

This implies further

d

dr
I(r)

1
p =

1

p
I(r)

1
p
−1
I ′(r) ≥ −Γ

p
r
−n
p = − d

dr

Γ

p− n
r

1−n
p .

The inequality holds weakly, and the lemma follows by integration.

Theorem 11.11 (existence of density). Let V be a recti�able n-varifold in U ⊂ Rm with weak
mean curvature ~H ∈ Lploc(µV ) for some p > n. Then the density

θn(µV , x) = lim
r↘0

µV (Br(x))

αnrn

exists for all points x ∈ U . Moreover the function θn(µV , · ) is upper semicontinuous.

Proof. We put µ = µV and assume that Γ = ‖ ~H‖Lp(µ) < ∞. The existence of the density is
then immediate from Lemma 11.10. Let Bσ(y) ⊂ B%(x). Then r = dist(y, ∂B%(x)) ∈ [σ, %],
and we estimate by Lemma 11.10(µ(Bσ(y))

αnσn

) 1
p ≤

(µ(Br(y))

αnrn

) 1
p

+
Γ

p− n
r

1−n
p

≤
(%
r

) 1
p
(µ(B%(x))

αn%n

) 1
p

+
Γ

p− n
%

1−n
p .

For σ ↘ 0 we obtain

θn(µ, y) ≤
(%
r

) 1
p
(µ(B%(x))

αn%n

) 1
p

+
Γ

p− n
%

1−n
p .

Letting now y → x, hence r → %, we get

lim sup
y→x

θn(µ, y)
1
p ≤

(µ(B%(x))

αn%n

) 1
p

+
Γ

p− n
%

1−n
p .

Finally we let %↘ 0 and obtain

lim sup
y→x

θn(µ, y)
1
p ≤ θn(µ, x)

1
p .

This is the upper semicontinuity.

Lemma 11.12. Let V be a recti�able n-varifold in BR(x0) ⊂ Rm. Assume that

(1) θn(µ, x0) ∈ (0,∞) exists.

(2) Vx0,λj → Y for some sequence λj ↘ 0, where Y is a stationary recti�able n-varifold.

Then Y is a cone around the origin, that is Y0,λ = Y for all λ > 0.
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Proof. For any Radon measure γ and λ > 0 we let γλ = λ−nηλ(γ) where ηλ(x) = x
λ . Consider

I(λ) =

∫
h(y) dγλ(y) = λ−n

∫
h
(x
λ

)
dγ(x).

Di�erentiating at λ = 1 yields

I ′(1) = −n
∫
h(x) dγ(x)−

∫
〈dh(x), x〉 dγ(x).

To compute the derivative for all λ > 0, we apply the formula when γ is replaced by γλ. Note

(γλ)σ = σ−nησ
(
λ−nηλ(γ)

)
= (λσ)−nηλσ(γ) = γλσ.

Using this we calculate

λI ′(λ) =
d

dσ
I(λσ)|σ=1 =

d

dσ

∫
h dγλσ|σ=1 =

d

dσ

∫
h d
(
(γλ)σ

)
|σ=1.

Thus we obtain

λI ′(λ) = −
∫ (

nh(x) + 〈∇h(x), x〉
)
dγλ(x). (11.9)

Now let µ = µV and γ = µY be the weight measures of V and Y . Assumption (2) implies
µλj → γ as j →∞. From assumption (1) we obtain for all % > 0 (except a countable set)

γ
(
B%(x0)

)
αn%n

= lim
j→∞

µλj
(
B%(x0)

)
αn%n

= lim
j→∞

µ
(
Bλj%(x0)

)
αn(λj%)n

= θn(µ, x0).

As Y is stationary by assumption, the monotonicity formula (11.4) implies∫
B%(x0)\Bσ(x0)

|(∇r)⊥|2

|x− x0|n
dγ(x) = 0 for all 0 < σ ≤ % < R. (11.10)

Using once more that Y is stationary we get

0 =

∫
div>(h(x)x) dγλ(x)

=

∫ (
nh(x) + 〈(∇h)(x)>, x〉

)
dγλ(x)

=

∫ (
nh(x) + 〈(∇h)(x), x〉

)
dγλ(x).

In the last step we used that by (11.10) we have x ∈ Txγ for γ-almost all x ∈ Rm. Thus
I ′(λ) = 0 in (11.9) for all λ > 0, and we conclude γλ = γ for all λ > 0. As Y is assumed to
be recti�able, this implies Y0,λ = Y for all λ > 0, which proves the lemma.

Theorem 11.13 (tangent cones). Let V be a recti�able n-varifold in U ⊂ Rm with weak mean
curvature ~H ∈ Lploc(µ) for some p > n. Then for any x0 ∈ U the sequence Vx0,λj where λj ↘ 0
subconverges to a stationary, recti�able cone Y .
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Proof. We know already from Theorem 11.11 that the density θn(µ, x0) exists and is positive
on sptµ. Putting Γ = ‖ ~H‖Lp(µ) we have further by Lemma 11.10 for λ < R0

R

µx0,λ
(
BR(0)

)
= λ−nµ

(
BλR(x0)

)
= Rn

µ
(
BλR(x0)

)
(λR)n

≤ Rn
((µ(BR0(x0)

)
Rn0

) 1
p

+
Γ

p− n
R

1−n
p

0

)p
.

By passing to a subsequence we have Vx0,λj → Y and µx0,λ → γ where γ = µY . Now for
φ ∈ C1

c (Rm,Rm) we compute (see Example 10.7)

δVx0,λ(φ) =

∫
Gn(Rm)

〈Dφ(x), P 〉 dVx0,λ(x, P )

= λ−n
∫
Gn(BR(x0))

〈
Dφ
(y − x0

λ

)
, P
〉
dV (y, P )

= λ1−n
∫
BR(x0)

div>
(
φ ◦ ηx0,λ

)
(y) dµ(y)

= −λ1−n
∫
BR(x0)

〈
~H(y), φ ◦ ηx0,λ(y)

〉
dµ(y)

= −λ
∫
Rm

〈
~H(x0 + λx), φ(x)

〉
dµx0,λ(x).

Thus Vx0,λ has mean curvature ~Hx0,λ(x) = λ ~H(x0 + λx), and(∫
BR(0)

| ~Hx0,λ|p dµx0,λ
) 1
p

= λ
1−n

p

(∫
BλR(x0)

| ~H|p dµ
) 1
p
.

Assuming sptφ ⊂ BR(0) and |φ| ≤ 1 we conclude

∣∣δVx0,λ(φ)
∣∣ ≤ ‖ ~Hx0,λ‖

1
p

Lp
(
µx0,λ;BR(0)

)µx0,λ(BR(0)
)1− 1

p

≤ C ‖ ~H‖Lp(µ;BR(x0)) λ
1−n

pRn → 0 as λ↘ 0.

It follows that δY (φ) = limj→∞ δVx0,λj (φ) = 0, hence Y is stationary. Applying Lemma 11.12
we conclude that Y is a stationary cone. Actually for this we need to know in addition that
Y is recti�able, this will be proved in the next section.


